US 20020111161A1

a9 United States

a2 Patent Application Publication o) Pub. No.: US 2002/0111161 Al

Bourlas et al.

(43) Pub. Date: Aug. 15, 2002

(54

(76)

@D
(22

FAILURE REDUNDANCY BETWEEN
MODEM INTERFACE CARDS AND
OUTDOOR UNITS IN A WIRELESS
COMMUNICATION SYSTEM

Inventors: Yair Bourlas, San Diego, CA (US);
Sheldon L. Gilbert, San Diego, CA
(US); Siddharth R. Ram, San Diego,
CA (US)

Correspondence Address:

KNOBBE MARTENS OLSON & BEAR LLP
620 NEWPORT CENTER DRIVE
SIXTEENTH FLOOR

NEWPORT BEACH, CA 92660 (US)

Appl. No.: 09/788,284
Filed: Feb. 15, 2001
\0B% ¢
1084,
_ 0%y
- i\le
I'G‘Ba/v lilb

Publication Classification

(1) Int.CL7 .. H04Q 7/20
(52) US.CL oo 455/423; 455/561

(7) ABSTRACT

A system that provides a redundant wireless broadband
connection between a base station and customer sites is
described. The system includes a redundancy system, for
example, a standby modem interface card and a plurality of
standby outdoor units that are incorporated into the base
station. Upon receiving a fault message from a base station
component, the redundancy system performs fault correla-
tion to determine whether the fault is indicative of a system
level fault. The system also determines whether the fault
message affects system operation and performs a switch
over based on the determination.
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FAILURE REDUNDANCY BETWEEN MODEM
INTERFACE CARDS AND OUTDOOR UNITS IN A
WIRELESS COMMUNICATION SYSTEM

BACKGROUND OF THE INVENTION
[0001] 1. Field of the Invention

[0002] This invention relates to wireless communication
systems, and more particularly to a wireless communication
system with native redundancy, which provides improved
data connectivity to a plurality of customers.

[0003] 2. Description of Related Art

[0004] Several systems are currently in place for connect-
ing computer customers to one another and to the Internet.
For example, many companies such as Cisco Systems,
provide data routers that route data from personal computers
and computer networks to the Internet along conventional
twisted pair wires and fiber optic lines. These same systems
are also used to connect separate offices together in a wide
area data network.

[0005] However, these systems suffer significant disad-
vantages because of the time and expense required to lay
high capacity communications cables between each office.
This process is time consuming and expensive. What is
needed in the art is a high capacity system that provides data
links between offices, but does not require expensive com-
munication cables to be installed.

[0006] Many types of current wireless communication
systems facilitate two-way communication between a plu-
rality of subscriber radio stations or subscriber units (either
fixed or portable) and a fixed network infrastructure. Exem-
plary systems include mobile cellular telephone systems,
personal communication systems (PCS), and cordless tele-
phones. The objective of these wireless communication
systems is to provide communication channels on demand
between the subscriber units and the base station in order to
connect the subscriber unit customer with the fixed network
infrastructure (usually a wired-line system). Several types of
systems currently exist for wirelessly transferring data
between two sites. For example, prior art wireless commu-
nication systems have typically used a Code Division Mul-
tiple Access (CDMA), Time Division Multiple Access
(TDMA) or Frequency Division Multiple Access (FDMA)
type system to facilitate the exchange of information
between two customers. These access schemes are well
known in the art.

[0007] As can be imagined, in any of these types of
wireless communication systems there are many compo-
nents within the system that may fail at any time and result
in the communication link being lost. When a single point
failure occurs, the subscriber is unable to connect or con-
tinue sending information through the data channel to the
base station. Should this repeatedly occur, for example in a
system with a low mean time between failures (“MTBF”),
the subscriber may become dissatisfied with their wireless
communication system and discontinue the service.

[0008] Traditionally, to overcome a potential system fail-
ure and maintain high subscriber satisfaction, redundant or
back-up components are incorporated into the wireless com-
munication system. While these additional components may
improve the wireless communication system’s MTBE, sig-

Aug. 15,2002

nificant costs are incurred in incorporating the components.
Often, nearly a one to one ratio of primary components to
backup components is used to ensure a single point failure
will not occur. However, even when back-up components
are used, the complexity of the wireless communication
system is further exacerbated since once a failure does
occurs, elaborate switching and hand-offs must be designed
into the wireless communication system to reestablish the
data link with the remaining primary components.

[0009] Consequently, a need remains for a wireless com-
munication system without the complexity of incorporating
multiple redundancy system while maintaining the system
reliability demanded by today’s high technology subscriber.
It is also desirable to provide a system for switching around
a failed component without requiring elaborate switching
and hand-offs between the primary and back-up compo-
nents.

SUMMARY OF THE INVENTION

[0010] The systems and methods of the present invention
have several features, no single one of which is solely
responsible for its desirable attributes. Without limiting the
scope of this invention as expressed by the claims which
follow, its more prominent features will now be discussed
briefly. After considering this discussion, and particularly
after reading the section entitled “Detailed Description of
the Invention” one will understand how the features of this
invention provide several advantages over traditional paper
coupon systems.

[0011] Another aspect of the invention is a redundancy
system of primary components and standby components
comprising a plurality of primary modem interface for
modulating/demodulating data transmitted between a base
station and a customer, a plurality of primary outdoor units
wherein each of the primary outdoor units is in data com-
munication with one of the plurality of primary modem
interface wherein each of the primary outdoor units com-
prises a transceiver for transmitting and receiving data from
the customer, a standby modem interface for modulating/
demodulating data transmitted between the base station and
the customer, a plurality of standby outdoor units each
comprising a second transceiver for transmitting and receiv-
ing data from the customer, wherein the plurality of standby
outdoor units is in data communication with the standby
modem interface, and wherein each of the plurality of
standby outdoor units is configured to replace one of the
plurality of primary outdoor units, a redundancy card com-
prising a selectable switch wherein the selectable switch is
in communication with the standby modem interface and the
plurality of standby outdoor units to allow data communi-
cation between the standby modem interface and one of the
plurality of standby outdoor units whereby data communi-
cation is maintained between the customer and the base
station when one of the plurality of primary modem inter-
faces or one of the plurality of primary outdoor units is
unavailable.

[0012] One aspect of the present invention is a method of
using a redundancy system of primary components and
standby components in a wireless communication system.
The method includes receiving a fault message from an
originating primary component, correlating the fault mes-
sage with additional primary components in the wireless
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communication system, determining whether the fault mes-
sage affects system level operation, and switching over from
the originating primary component to a standby component
based on said determination.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] FIG. 1 is a block diagram of an exemplary broad-
band wireless communication system for use with the
present invention.

[0014] FIG. 2 is a block diagram of a Base Station used
in the wireless communication system of FIG. 1 showing
primary components and redundancy components.

[0015] FIG. 3 is a block diagram of an embodiment of a
Modem Interface Card (MIC) module from the Base Station
illustrated in FIG. 2.

[0016] FIG. 4 is a block diagram of an embodiment of an
IF Redundancy Card module from the Base Station illus-
trated in FIG. 2.

[0017] FIG. 5 is a block diagram of an embodiment of a
Controller Interface Card (CIC) module from the Base
Station illustrated in FIG. 2.

[0018] FIG. 6 is a flow diagram of one embodiment of a
standby outdoor unit (sODU) test management process
undertaken by the CIC.

[0019] FIG. 7 is a flow diagram of one embodiment of a
redundancy management process undertaken by the CIC.

[0020] FIG. 8 is a flow diagram of one embodiment of the
redundancy management process applied to a clock failure
message.

[0021] FIG. 9 is a flow diagram of one embodiment of the
redundancy management process applied to a no polling
response failure message.

[0022] FIG. 10 is a flow diagram of one embodiment of a
switchover process from a failed MIC and outdoor unit
(ODU) pair to a standby MIC (sMIC) and standby outdoor
unit (sODU).

[0023] FIG. 11 is a flow diagram of one embodiment of a
switchback process from the sMIC and sODU to a repaired
MIC and ODU.

[0024] FIG. 12 is a block diagram of a call control process
used during the switchover process of FIG. 10 that main-
tains service with a customer.

DETAILED DESCRIPTION OF THE
INVENTION

[0025] The following detailed description is directed to
certain specific embodiments of the invention. However, the
invention can be embodied in a multitude of different
systems and methods. In this description, reference is made
to the drawings wherein like parts are designated with like
numerals throughout.

[0026] As described above, aspects of the present inven-
tion relate to a failure redundancy system for a broadband
wireless communication system. One such system in which
the failure redundancy system can be incorporated is
described in U.S. Pat. No. 6,016,311 issued to Gilbert et al
titled ADAPTIVE TIME DIVISION DUPLEXING
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METHOD AND APPARATUS FOR DYNAMIC BAND-
WIDTH ALLOCATION WITHIN A WIRELESS COMMU-
NICATION SYSTEM, hereby incorporated by reference,
FIG. 1 is a high level block diagram illustrating a wireless
communication system 100. The wireless communication
system 100 provides a wireless link with customers and
businesses to share data or access a network 114, for
example, the Internet. The wireless communication system
100 comprises a plurality of cells 102. Each cell 102
contains a base station 104 and a plurality of customer
premises equipment (CPE) 110 located at fixed customer
sites 112 throughout the coverage area of the cell 102. Each
CPE 110 communicates with the base station 104 over a
wireless link. The base station 104, in turn, communicates
with the network 114 using a communication link or “back-
haul”116. The backhaul 116 can comprise, for example, a
fiber-optic cable, a microwave link, or other high throughput
connection.

[0027] FIG. 2 illustrates a detailed block diagram of the
base station 104 of FIG. 1. The base station 104 includes an
IDU 106 and an ODU 108. As shown in FIG. 1, there may
be a group of outdoor units 108a, 108b, 108¢, 1084, through
108#. Each ODU in the group of ODUs 108(a-n) may then
be oriented to receive and transmit customer data in a
particular sector of the coverage area of the cell 102. In one
embodiment, multiple ODUs 108 from the group of ODUs
108(a-n) are oriented in the same sector. As shown in FIG.
2, the base station 104 further includes at least one standby
outdoor unit (sODU) 111(a). The sODU 111, similar to the
ODU 108, may represent a group of standby outdoor units
111q, 1115, 111c, 1114, through 111x. In one embodiment,
each sODU in the group of sODUs 111(a-n) may then be
oriented to receive and transmit customer data in a particular
sector of the coverage area of the cell 102. As mentioned
above, since one embodiment includes multiple ODUs 108
oriented in the same sector, only one sODU 111(«) oriented
to that particular sector would be required to protect those
ODUs 111. Thus, the ODUs 111(a-n) are protected in a N:1
fashion. In one embodiment, the ODU 108 and sODU 111
are external to the IDU 106 which allows the IDU 106 to be
located within a building.

[0028] Still referring to FIG. 2, one embodiment of the
base station IDU 106 includes at least one modem interface
card (MIC) 128, a controller interface card (CIC) 113, an IF
redundancy card 115, a standby modem interface card
(sMIC) 109, and a backhaul interface 124. As shown in FIG.
2, the sODU 111, the IF redundancy card 115, and the sMIC
109 in the base station 104 together form a redundancy
system 107 within the wireless communication system 100
which will be further discussed below.

[0029] As shown in FIG. 2, each MIC 128 communicates
with one ODU 108 over a communication link 129(a-#) to
form a MIC 128/0DU 108 pair. For example, MIC 128(a)
communicates with ODU 108(a), MIC 128(b) communi-
cates with ODU 108(b), and MIC 128(n) communicates
with ODU 108(r) to form pairs of MIC/ODUs. Each MIC/
ODU 128, 108 pair transmits and receives customer data
between the fixed customer sites 112 and the backhaul
interface 124. In one embodiment, each MIC/ODU 128, 108
pair transmits in sectorization ranges from 3 to 90 degrees.
This format provides the base station 104 with, for example,
10, 20, 30 or more MIC/ODU 128, 108 pairs that each
communicate with the fixed customer sites 112 in a specific



US 2002/0111161 Al

sector. In addition, ODU’s 108 can transmit in the same
sectors using different frequencies or sharing common fre-
quencies. In one embodiment, each MIC 128 provides
modem and control functions. Each ODU 108 up connects
and transmits signals from the modem of the associated MIC
128 and receives and down connects signals from CPE’s 110
with the down converted signals being provided to the MIC
128. Such a system is described in more detail in U.S. patent
application Ser. No. 09/706,165 filed Nov. 3, 2000 titled
OUTDOOR UNIT/INDOOR UNIT INTERFACE PROTO-
COL, hereby incorporated by reference..

[0030] Each MIC 128 further includes a fault bus proces-
sor 121, which monitors the performance of the MIC/ODU
128, 108 pair and communicates any faults to the controller
interface card (CIC) 113.

[0031] Still referring to FIG. 2, the controller interface
card (CIC) 113 includes an sODU test management module
117, a redundancy management module 119, and a Network
Management System (NMS) 126. A detailed description of
the sODU test management module 117, the redundancy
management module 119, and the Network Management
System (NMS) 126 is provided below. In one embodiment,
program logic, or other substrate configuration representing
data and instructions, may advantageously be implemented
as one or more modules.

[0032] The term “module,” as used in the Detailed
Description, means, but is not limited to, a software or
hardware component, which performs certain tasks. A mod-
ule may advantageously be configured to reside on the
addressable storage medium and configured to execute on
one or more processors. Thus, a module may include, by
way of example, components, such as software components,
object-oriented software components, class components and
task components, processes, functions, attributes, proce-
dures, subroutines, segments of program code, drivers, firm-
ware, microcode, circuitry, data, databases, data structures,
tables, arrays, and variables. The functionality provided for
in the components and modules may be combined into fewer
components and modules or further separated into additional
components and modules. Additionally, the components and
modules may advantageously be implemented to execute on
one or more computers.

[0033] As mentioned above, some of the components in
the base station 104 together form the redundancy system
107, which compensates for failures of MIC/ODU 128, 108
pairs. When activated, the redundancy system 107 forms a
replacement link between the backhaul interface 124 and the
customer premises equipment 110.

[0034] As shown in FIG. 2, one embodiment of the
redundancy system 107 comprises at least one standby
modem interface card (sMIC) 109 in communication with a
plurality of sODUs 111(a-#) through the IF redundancy card
115. This allows, for example, the sSMIC 109 to form an
sMIC/sODU 109, 111 pair with one of the sODU. Each
sMIC/sODU 109, 111(a-d) pairing can transmit and receive
customer data between the fixed customer sites 112 and the
backhaul interface 124. In one embodiment, each pairing of
sMIC/sODU 109, 111 transmits in different sectors. In
another embodiment, the sODU 111 includes a single sODU
111 that transmits and receives in a single sector. As men-
tioned above, the plurality of ODU 108(a-n) may transmit
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and receive in a single sector whereby the single sODU 111
would provide adequate redundancy for the wireless com-
munication system 100.

[0035] However, as shown in FIG. 2, each one of the
plurality of sODU’s 111(a-d) is configured to functionally
replace one ODU 108, whereby a one-to-one correlation
between a failed ODU 108 and the sODU 111 is maintained.
In embodiments where the redundancy system 107 com-
prises multiple sMICs 109 and their associated plurality of
sODUs 111(a-n), multiple levels of redundancy are
achieved. The redundancy system 107 will replace both a
failed MIC 128(a) and its ODU 108(a) or a failed ODU
108(a) and its MIC 128(a). For example, if the ODU 108(a)
failed, the sODU 111(a) along with the sMIC 109 would
come on line to replace the failed ODU 108(a) and its MIC
128(a). Therefore, though only four ODU’s and sODU’s are
depicted, in this example, it should be recognized that the
number would vary depending on system requirements.

[0036] Two of the components of the redundancy system
107, the IF redundancy card 115 and the sMIC 109, are both
shown in FIG. 2 as being located in the IDU 106. One
skilled in the art will appreciate that these components may
be located in a multitude of arrangements besides being
together in the IDU 106. Similarly, the sODU 111 is shown
as being distinctly located away from the ODU 108; how-
ever, one skilled in the art will appreciate that their respec-
tive locations may be arranged in a multitude of different
ways. In one embodiment illustrated in FIG. 1, the ODU
108(a-d) and sODU 111(a-d) are located adjacent to one
another and share the same vertical axis.

[0037] Now returning to FIG. 2, the sMIC 109, in the
redundancy system 107, includes multiple components, of
which only the fault bus processor 121 is shown in FIG. 2.
The additional components of the sMIC 109 will be dis-
cussed below in conjunction with its detailed description.
Similarly to the fault bus processor 121 located in the MIC
128, the fault bus processor 121 in the sMIC 109 also sends
fault messages to the controller interface card (CIC) 113.
The fault messages sent from the fault bus processor 121 in
the sSMIC 109 monitor the performance of the redundancy
system 107.

Operation of the Redundant Wireless
Communication System

[0038] The following discussion provides an overview of
the operation of the redundancy system 107 described
above. Detail process flow charts and descriptions are pro-
vided below.

[0039] Referring to FIG. 2, when the base station 106 is
in receive mode, the wireless modulated carrier signal, sent
by the customer premises equipment 110 in a sector of the
cell 102, is received by the ODU 108 that is designated to
cover that sector, for example ODU 108(a). The signal is
subsequently processed down to an intermediate frequency
prior to its demodulation. In one embodiment, the process-
ing of the signal into the intermediate frequency is per-
formed by the ODU 108(a) before it is sent to the MIC
128(a). Once the intermediate frequency is obtained, the
signal is then demodulated and decoded by the MIC 128(a).
The resulting customer data is then communicated through
the backhaul interface 124 to the network 114. The base
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station 104 transmission mode is similar to the receive mode
described above except that the steps are performed in
reverse order.

[0040] If a failure event is detected in the system, for
example a fault message from the fault bus processor 121 on
MIC 121(a) is received by the controller interface card
(CIC) 113 indicating a critical task failure has occurred, the
CIC 113 will reroute the customer data away from MIC
128(a) and its ODU 108(a). The CIC 113 will then activate
the sODU 111 that correlates to the sector covered by ODU
108(a), for example sODU 111(a), along with the sMIC 109.
Once the sODU 111(a) and the sMIC 109 are activated, the
CIC will route the customer data to the sMIC/sODU 109,
111(a) pair. The sMIC/sODU 109, 111(@) pair will transmit
and receive the customer data between the base station 104
and the CPE 110 in the sector that was covered by the failed
MIC/ODU 128(a), 108(a). Once the failed MIC/ODU
128(a), 108(a) becomes operational again, the redundancy
system 107 can be deactivated and return to a standby mode.

[0041] Modem Interface Card and Standby Modem Inter-
face Card

[0042] One example of the modem interface card (MIC) is
described in detail in U.S. patent application Ser. No.
09/721,416 filed Nov. 22, 2000 titled TIMING OF COM-
MANDS ON OUTDOOR UNIT FSK LINK TO PROVIDE
FRAME SYNC AT OUTDOOR UNIT IN TIME DIVISION
DUPLEX SYSTEM and Ser. No. 09/706,165 filed Nov. 3,
2000 titled OUTDOOR UNIT/INDOOR UNIT INTER-
FACE PROTOCOL, both hereby incorporated by reference.
Furthermore, in one embodiment, the standby modem inter-
face card (sMIC) 109 is substantially identical to the MIC
128 whereby the incorporated description would also apply
to the sMIC 109.

[0043] Referring now to FIG. 3, a more detailed block
diagram of the MIC 128 from FIG. 2 is provided. For
simplicity, only the MIC 128 will be discussed. Since in one
embodiment, the MIC 128 and sMIC 109 are substantially
identical, the following discussion would also apply to the
sMIC 109. However, until the redundancy system 107 is
activated, the sSMIC 109, unlike the MIC 128, is in a standby
mode.

[0044] In one embodiment of the wireless communication
system 100, each MIC 128 includes an input/output port
150, a communications processor 132, a modem 135 for
modulating/demodulating customer data, a bus 134 coupling
the communications processor 132 with the modem 135,
such as a Power PC bus, a Frequency Shift Key (FSK)
modem 138 for modulating/demodulating ODU 108 com-
mands and responses, and a fault bus processor 121. In one
embodiment, these components are incorporated into a
single card allowing the MIC 128 to be rack mounted in an
IDU box, which is a standard size box used in the art. This
arrangement further permits the MIC 128 to be hot plugable,
which eases servicing and allows for growth. One in the art
will recognize that these components may alternatively be
arranged between multiple boards in multiple locations.

[0045] In one embodiment, the IDU box accommodates
up to ten MICs 128. This configuration allows the wireless
communication system 100 to use nine channels, one per
MIC 128, to carry user data while one channel is allocated
for the sMIC 109. In another embodiment, each of the nine
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MICs 128 has dual channels which allows the wireless
communication system 100 to use nineteen channels to carry
user data while one channel is allocated for the sMIC 109.
In this embodiment, each channel of the dual channel MIC
128 operates independently of each other. Thus, in this
embodiment, the wireless communication system 100 can
support up to nineteen channels with network 114 interfaces
ranging from a single T3/E3 line up to multiple OC-3s/
STM-1s lines. As one who is skilled in art would recognize,
single and dual channel MICs 128 and/or sMICs 109 may be
combined to create variations of the schemes described
above. For example, in one embodiment, two single channel
sMICs 109 provide redundancy for a failed dual channel
MIC 128. Additionally, multi-channel MICs 128 and sMICs
109 with various numbers of channels can be employed.

[0046] In one embodiment, each MIC 128 is under the
control of the communications processor 132. As illustrated
in FIG. 3, the communications processor 132 is linked to the
input/output port 150 that attaches to the backhaul interface
124 and the controller interface card 113 (FIG. 2). The
communications processor 132 receives packet data from
the input/output port 150 and transmits it to the modem 135
for modulation/demodulation before being sent to the ODU
108 through a broadband cable 129, such as provided by an
RG-6 cable. The communications processor 132 monitors
the quality of the received packet data. The communications
processor 132 connects through the bus 134 to the modem
135. The modem 135 can include a Field Programmable
Gate Array (FPGA) 136 that stores instructions for control-
ling other subcomponents of the MIC 128. For example, the
FPGA 136 communicates with the Frequency Shift Key
(FSK) modem 138 in order to send FSK modulated control
messages from the MIC 128 through the cable 129, to the
ODU 108. Similarly, the ODU 108 responds with response
messages.

[0047] Referring to FIGS. 2 and 3, one of the fault bus
processors 121 is shown located in each MIC 128. The fault
bus processor 121 reports faults, native to its MIC 128, to the
redundancy management module 119 in the CIC 113 for
further analysis as described below.

[0048] Outdoor Unit and Standby Outdoor Unit

[0049] The outdoor unit (ODU) 108 is described in detail
in U.S. patent application Ser. No. 09/706,335 filed Nov. 3,
2000 titled FIXED INTERMEDIATE FREQUENCY IS
ACHIEVED USING A VARIABLE LO FIXED SOURCE
AND A VARIABLE OSCILLATOR, hereby incorporated by
reference. Furthermore, in one embodiment, the standby
outdoor unit (sODU) 111 is substantially identical to the
ODU 108 whereby the incorporated description would also
apply to the sODU 111.

[0050] In one embodiment, the ODU 108 and sODU 111
each include an integrated broadband antenna (not shown)
for transmitting/receiving wireless customer data packets
to/from the customer sites 112. As discussed above in
reference to the MIC 128, each MIC/ODU 128, 108 pair
communicates with one another through the broadband
cable 129 shown in FIG. 3. As shown in FIG. 2, the sODU
111(a-d) and the sMIC 109 also communicate with one
another through a broadband cable connection 130(a-d) via
the IF redundancy card 115. Lastly, as illustrated in FIG. 3,
power is provided to the ODU 108 through a DC power
supply 140.
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[0051] As shown in FIGS. 1 and 2, one embodiment of
the wireless communication system 100 has each ODU 108
and sODU 111 located outside of the building containing the
base station 106. One skilled in the art will recognize the
locations of the ODU 108 and sODU 111 may be within the
base station 106 or other enclosure and still maintain the
wireless data path to the customer sites 112.

[0052] IF Redundancy Card

[0053] Now referring to FIG. 4, a more detailed block
diagram of the IF redundancy card 115 from FIG. 2 is
provided. As illustrated, one embodiment of the IF redun-
dancy card 115 includes a Serial Peripheral Interface (SPI)
controller 172, an Intermediate Frequency (IF) switch 174,
a plurality of power insertion and switch modules 176, and
a clock 178. In one embodiment, these components are
incorporated into a single card allowing the IF redundancy
card 115 to be rack mounted. This arrangement further
permits the IF redundancy card 115 to be hot swappable,
which eases servicing and promotes growth. One in the art
will recognize that these components may alternatively be
arranged between multiple boards in multiple locations.

[0054] The SPI controller 172 receives control messages
from the controller interface card (CIC) 113 across a cable
170 or other electrical connection well known in the art.
Based on these control messages, the SPI controller 172
activates the IF switch 174 to connect the sMIC 109 to one
of the plurality of power insertion and switch modules 176.
The power insertion and switch module 176 allows the
sODU 111(a)«(d) to receive power even when it is not
connected to the standby sMIC 109.

[0055] Each power insertion and switch module 176 is
further connected through a port, J1, J2, J3, and J4 to one of
the plurality of sODU 111. The SPI controller 172 selects
which power insertion and switch module 176 is connected
to the IF switch 174 depending on the correlation between
the sectors covered by the ODUs 108(a-n) and the sectors
covered by each sODU 111(a-r). For example, as illustrated
in FIGS. 2 and 3, if ODU 108(«) failed, the CIC 113 would
instruct the SPI controller 172 to select the power insertion
and switch module 176 that was connected to the J2 port
wherein activation of sODU 111(a) would occur. In this
example, the sODU 111(a) and the ODU 108(¢) transmit and
receive in the same sector. In one embodiment, this corre-
lation information is stored in the CIC 113.

[0056] Controller Interface Card

[0057] Now referring to FIG. 5, a more detailed block
diagram of the controller interface card (CIC) 113 from FIG.
2 is provided. As illustrated, the CIC 113 includes an sODU
test management module 117, a redundancy management
module 119, and a Network Management System (NMS)
126. In one embodiment, the CIC communicates with the
redundancy system 104 by way of the cable 170 and a cable
171. Furthermore, the CIC 113 is also in communication
with each MIC 128 to receive the fault messages from the
fault bus processor 121 over the fault bus. In one embodi-
ment, the redundancy management module 119 monitors the
status of all the MICs 128. The fault management module
117 evaluates the information received from the MICs 128
and takes the appropriate corrective action. For example, the
fault management module 117 switches out a faulty MIC/
ODU 128, 108 pair and substitutes a standby sMIC/sODU
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109, 111 pair instead. A multitude of alternate data paths
could be used by the CIC 113 to provide connections with
the redundancy system 104 and the rest of the base station
104.

[0058] The sODU test management module 117 provides
the instructions for the periodic testing of the plurality of
sODU 111. This testing ensures that each sODU 111(a-d)
can be properly connected through the IF redundancy card
115 to the sSMIC 109 in case a switchover occurs. The sODU
test management module 117 process will be discussed in
detail below.

[0059] Still referring to FIG. 5, the redundancy manage-
ment module 119 provides the switchover signal to the IF
redundancy card 115 and actively monitors the call control
information for the MIC/ODU 128, 108 pairs within the base
station 104. This allows the redundancy management mod-
ule 119 to provide steady state call control information to the
sMIC/sODU 109, 111 when the redundancy system 104 is
activated. Thus, any disruption to the data stream of a
customer during a switchover is reduced. The redundancy
management module 119 will be further discussed below in
the context of fault correlation (described below), wireless
communication system 100 switchover (described below),
wireless communication system 100 switchback (described
below), and call control synchronization (described below).

[0060] The Network Management System (NMS) 126
provides system level instructions for the sODU test man-
agement module 117 and the redundancy management mod-
ule 119 while also furnishing an interface between the
wireless communication system 100 and an operator (not
shown). The commands by the NMS 126 are described
below.

[0061] Fault Messages
[0062] 1. Failure Scenarios

[0063] One of the fault bus processors 121, as shown in
FIG. 2, is located in each MIC 128. Each fault bus processor
121 reports faults, native to its MIC 128, to the redundancy
management module 119 in the CIC 113 for further analysis.
Depending on the nature of the reported fault, the wireless
communication system 100 may switchover to one of the
sMIC/sODU 109, 111 pairs or perform fault correlation. For
example, in determining the nature of the fault, the ability of
the wireless communication system 100 to continue normal
operation and the severity of the failure are examined.

[0064] In one embodiment, each fault message is classi-
fied as either a critical task failure or an important task
failure. This classification may be, for example, based on the
criticality of the fault message to the wireless communica-
tion system 100. If the fault message indicates a critical task
failure has occurred, the wireless communication system
100 performs a switchover as described below. If the fault
message reports an important task failure has occurred, the
wireless communication system 100 would not switchover
to one of the sMIC/sODU 109, 111 pairs. In cases where the
determination as to the criticality of the fault message is
unclear, for example when a clock failure message or no
response to polling failure messages is received, fault cor-
relation may be performed to determine whether the fault
message is indicative of a critical or important task failure.
Fault correlation will be described below.
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[0065] 2. Network Management System Commands

[0066] As shown in FIGS. 4 and 5, the Network Man-
agement System (NMS) 126 stores the correlation data
between ports J1, J2,J3, and J4 and sODU 111(a-d). For the
controller interface card (CIC) 113 to properly configure the
IF redundancy card 115 for a switchover, the CIC 113 must
know which sODU 111(a-d) is connected to which port, J1,
J2, 13, or J4, on the IF redundancy card 115. Additionally,
the CIC 113 will know which sODU 111(a-d) has a sector-
ization scheme similar to each ODU 108(a-d). With this
data, the CIC 113 selects the sODU 111 with a sectorization
scheme similar to the sectorization scheme of the failed
ODU 108 for the switchover and commands the SPI con-
troller 172 to affect a switchover to that sODU 111. In one
embodiment, the operator does the correlation mentioned
above, i.e., provisioning.

[0067] In one embodiment, the redundancy system 107
comprise at least two sMIC 109(a-b), each with its own
plurality of sODU 111(a-d) to provide additional sMIC/
sODU 109(b), 111(a-d) pairs if multiple switchovers should
occur before the NMS operator is able to repair the failed
MIC/ODU 128, 108 pair. Continuing with this embodiment,
the CIC 113 will store the connection information for both
SsMIC 109(a-b) and ports J9-J10 along with the connection
data for each plurality of sODU 111(a-d) and ports, J1-J8. In
this embodiment, both sMIC 109(a-b) are connected in
parallel with each plurality of sODU 111(a-d). Thus, the
controller interface card (CIC) 113 may select from either
plurality of sODU 111(a-d) along with one sMIC 109 to
replace a failed MIC/ODU 128, 108 pair. In another embodi-
ment, the at least two sMIC 109(a-b) share one plurality of
sODU 111(a-d). It should be recognized that numerous
combinations of sMIC 109 and sODU 111 are possible, all
of which are within the spirit of the invention.

[0068] Failure Recovery
[0069] 1. Initialization of sMIC

[0070] The sMIC 109 boots normally until the point where
it would connect to the sODU 111(a-d). Once booted, the
sMIC 109 is in a “hot standby” mode until called upon by
a switchover command from the redundancy management
module 119. Unlike the MIC 128, which connects to the
ODU 108 after initialization, the sSMIC 109 only becomes
active if called upon by the redundancy management module
119 in the controller interface card (CIC) 113. In one
embodiment, the sMIC 109 connects to one of the plurality
of sODU 111, selected as a default unit, when in the “hot
standby mode.” When called upon by the redundancy man-
agement module 119, the sMIC 109 will then switch from
the default unit to the sODU 111(a-d) which correlates with
the ODU 108(a-d) from the failed MIC/ODU 128, 108 pair.

[0071] 2.sODU Test Management

[0072] Now referring to FIG. 6, a flow diagram of the
sODU test management process, which is performed by the
sODU test management module 117, is provided. Flow
begins at a start state 200. Next, at a state 202, the controller
interface card (CIC) 113 retrieves a mapping of the ODUlds
to port numbers, J1-J4 via the Network Management System
(NMS) 126. Continuing to a state 204, the CIC 113 selects
a port to be tested and sends an SPI command, via cable 170,
to the IF redundancy card 115 instructing it to connect the
sMIC 109 to the selected port, for example, J1. Next, at a
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state 206, the CIC 113 sends a command to the sMIC 109
instructing it to perform a test connection with the sODU
111(a-d) corresponding to port J1.

[0073] The sODU test management module 117 then
moves to a decision state 208 to determine if a fault was
detected during the test performed at state 206. If a fault was
detected, the sODU test management module 117 continues
to a state 210 where an alarm is generated by the sMIC 109
and sent to the NMS 126. After the the alarm has been sent,
the sODU test management module 117 moves to a decision
state 212 to determine whether all of the sODU 111(a-d)
from the plurality of sODU 111 have been tested. If all of the
sODU 111 from the plurality of sODU 111(a-d) have been
tested, the sODU test management module 117 moves to an
end state 214 where it terminates.

[0074] Referring again to decision state 208, if a fault was
not detected during the testing of the sODU 111(a-d), the
sODU test management module 117 proceeds to decision
state 212 as discussed above.

[0075] Referring again to decision state 212, if one sODU
111 from the plurality of sODU 111(a-d) has not been tested,
the sODU test management module 117 flows to a state 216
where the next port is designated to be n=n+1. The test
management module 117 then continues to state 202 as
discussed above to perform testing of the next sODU 111.

[0076] Someone skilled in the art will appreciate that the
interval for the entire testing process, or portions thereof,
may be, for example, once a second, once a minute, once a
day, or any other such interval that is chosen by the NMS
126 operator. In one embodiment, the sSODU test manage-
ment module 117 waits an indeterminate amount of time
between each test of the plurality of sODU 111.

[0077] 3. Redundancy Management

[0078] As discussed above, the redundancy management
module 119, located in the controller interface card (CIC)
113, evaluates messages from the fault bus processor 121 to
determine whether a switchover should be initiated. In
response to failure messages, the CIC 113 activates the
redundancy system 107 based on the contents of the mes-
sage received from the fault bus processor 121 located in the
initiating MIC 128.

[0079] In one embodiment, each fault message received
by the redundancy management module 119 is classified as
either a critical task failure or an important task failure. This
classification may be, for example, based on the criticality of
the fault message to the wireless communication system
100. If the fault message indicates a critical task failure has
occurred, the wireless communication system 100 performs
a switchover as described below. If the fault message reports
an important task failure has occurred, the wireless commu-
nication system 100 would not switchover to one of the
sMIC/sODU 109, 111 pairs. In cases where the determina-
tion as to the criticality of the fault message is unclear, for
example when a clock failure message or no response to
polling failure messages is received, fault correlation may be
performed to determine whether the fault message is indica-
tive of a critical or important task failure. Where a clock
failure message or a no response to polling failure message
is received, the failure message may not be indicative of a
failure originating in a single MIC/ODU 128, 108 pair but
rather originating at the wireless communication system 100
level.
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[0080] Now referring to FIG. 7, a flow diagram of the
redundancy management process, which is performed by the
redundancy management module 119, is provided. Flow
begins at a start state 300. Next, at a state 302, the controller
interface card (CIC) 113 continually monitors the fault bus
processor 121 on each MIC 128 for fault messages. The
communications processor 132 on each MIC 128 locally
monitors the quality of the received signal.

[0081] The redundancy management module 119 then
moves to a decision state 304 to determine if a fault message
was detected. If a fault message was not detected at decision
state 304, the process continues to a state 306 where the
monitoring of the fault bus processor 121 continues. Next,
from state 306, the redundancy management module 119
continues to the state 302 as discussed above.

[0082] Referring again to decision state 304, if a fault
message is detected from the fault bus processor 121, the
redundancy management module 119 moves to a decision
state 308 to determine if the fault message correlates with
more than one MIC 128. The redundancy management
module 119 provides a centralized view of all events. This
prevents a local view at one MIC 128 from misleading the
redundancy management module 119 and causing an unnec-
essary switchover. Thus, each MIC 128 reports its own view
of the event and the CIC 113 makes the final decision using
fault correlation. In one embodiment, fault correlation is
performed when the fault message is either a clock failure
message or a no response to polling message. Both of these
failure scenarios are discussed in detail below. If the fault
message has been reported by more than one MIC 128, the
redundancy management module 119 flows to a state 310 to
alert the operator of the wireless communication system 100
level failure.

[0083] Referring again to decision state 308, if the fault
message has been reported by only one MIC 128, the
redundancy management module 119 continues to a decision
state 312 to determine whether the fault effects operation of
the wireless communication system 100. An example of a
system level fault that would affect a switchover is a critical
task failure as opposed to an important task failure. If it is
a critical task failure, the redundancy management module
119 moves to a state 314 where a switchover from the fault
originating MIC/ODU 128, 108 pair to the corresponding
sMIC/sODU 109, 111 is accomplished. The specifics of the
switchover process will be discussed in detail below. After
the switchover at state 314 occurs, flow proceeds to state 306
as discussed above.

[0084] Referring again to decision state 312, if the fault
message is not indicative of a critical task failure, the
redundancy management module 119 continues to a state
316 where a non-critical fault message is sent to the Network
Management System (NMS) 126 operator. Flow then pro-
ceeds to state 306 as discussed above where the redundancy
management module 119 continues its monitoring of faults
from the MIC 128.

[0085] a. Fault Correlation

[0086] As mentioned above, prior to determining whether
a fault message is indicative of a critical or important task
failure, the redundancy management module 119 may per-
form fault correlation. Two examples of fault messages
where fault correlation is performed are a clock failure
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message and a no response to polling message. Both of
which will now be described in detail.

[0087]

[0088] A clock failure message received by the redun-
dancy management module 119 is either indicative of a
problem with the clock source or possibly with a particular
MIC 128 use of the clock. Since the clock failure may occur
at a system level, a premature switchover from the MIC/
ODU 128, 108 to the sMIC/sODU 109, 111 would not cure
the fault. Thus, the redundancy management module 119
performs fault correlation to determine the cause of the
clock fault as outlined below.

[0089] Now referring to FIG. 8, a clock failure flow
diagram of the fault correlation process in state 308 of FIG.
7 which is performed by the redundancy management mod-
ule 119 is provided. Flow begins at a start state 400. Next,
at a state 402, the controller interface card (CIC) 113
receives a fault message from the fault bus processor 121 on
one of the plurality of MIC 128. This message indicates the
wireless communication system 100 has experienced a clock
failure and thus, the data being communicated by the respon-
sible MIC/ODU 128, 108 pair may need to be switched over
to the corresponding sMIC/sODU 109, 111.

i. Clock Failure Message

[0090] Flow proceeds to a state 404 where an alarm is sent
to the redundancy management module 119 to create a
record of the fault. The process continues to a state 406
where the clock configuration is checked by initiating a
standby mode for the clock source. Next, at a state 410, the
redundancy management module 119 starts a timer along
with the clock source in parallel. The process then moves to
a state 410 where the timer expires. The redundancy man-
agement module 119 then moves to a decision state 412 to
determine whether the clock fault reoccurred with respect to
the timer. If the fault did not reoccur at decision state 412,
the process continues to an end state 414 where the process
terminates.

[0091] Referring again to decision state 412, if the clock
fault is confirmed, the redundancy management module 119
continues to a decision state 416 to determine whether
multiple clock faults from different MIC/ODU 128, 108
pairs have occurred. If only a single clock fault was detected,
the process continues to a state 418 where a switchover from
the clock fault originating MIC/ODU 128, 108 pair to the
corresponding sMIC/sODU 109, 111 pair is performed. A
switchover is performed since the likely cause of the clock
fault is handling of the clock by the MIC 128. The switcho-
ver process at state 418 will be discussed in detail below.
The redundancy management module 119 then proceeds to
the end state 414.

[0092] Referring again to decision state 416, if multiple
clock faults were detected, the redundancy management
module 119 moves to a state 420 where the source of the
clock is switched. The redundancy management module 119
process then continues to end state 414 where the process
terminates.

[0093] 1ii. No Response to Polling Message

[0094] A no response to polling error message may be
indicative of a system level problem, for example, electrical
removal of the MIC 128 from the base station 104. In this
case, the redundancy management module 119 will perform






