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METHOD, DEVICE, AND SYSTEM FOR
PLAYING MEDIA BASED ON P2P

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of International Appli-
cation No. PCT/CN2009/070375, filed on Feb. 6, 2009,
which claims priority to Chinese Patent Application No.
200810097892.6, filed on May 20, 2008, both of which are

hereby incorporated by reference 1n their entireties.

FIELD OF THE TECHNOLOGY

The present invention relates to the field of multimedia
transmission, and more particularly to a method, device and
system for playing media based on P2P (peer-to-peer).

BACKGROUND OF THE INVENTION

Along with the popularization of the Internet technology,
in the late 90s, P2P application represented by Napster
begins to be popularized 1n the Internet. P2P refers to
peer-to-peer computing or a peer-to-peer networking, in
which nodes share sources and services through direct
exchanging, and each node may be a server or a client.

Generally, a P2P based video service includes two types,
namely, a live broadcasting service and a video-on-demand
service.

The video live broadcasting refers to that the server plays
programs at fixed time, and the user views the programs at
the terminal, which 1s like the play mode of televisions. The
topology architecture has the following features. The topol-
ogy 1s constructed by using the server as a center, and each
live broadcasting edge server 1s responsible for managing a
part of the programs, interacting with a Peer (node), pro-
viding a program data bufler, and inserting the newly added
node to a certain position of the topology.

The video video-on-demand refers to a service capable of
providing an interactive video service at any time when the
user requires. The topology architecture has the following
teatures. The video-on-demand topology architecture 1s con-
structed by using the server as a center, and may be
particularly 1n a net manner or a tree manner, super nodes
(SNs) construct the backbone network, and each SN 1s
responsible for managing a certain region, and interacting
with the Peer, so as to provide a connectable node list.

During a procedure of implementing the present inven-
tion, the inventors find that the prior art at least has the
following disadvantages. The functions of the live broad-
casting and the video-on-demand in the P2P based video
service system are independently realized, and the two play
manners are not interfused, such that the two manners
respectively have some problems. The living broadcasting
program 1s smooth and clear, but cannot be dragged; and the
video-on-demand program satisfies the desire of the user of
playing the program at any moment, but the user needs to
query the relevant program, such that a drag delay 1s large
with a long bufler time, and a program smoothness needs to
be mmproved. Further, each terminal node has one disk
configured to bufler the data already viewed by the user, but
the bullered data 1s not fully utilized.

SUMMARY OF THE INVENTION

Accordingly, the present invention 1s directed to a P2P
based method for playing media, capable of interfusing a
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2

live broadcasting service and a video-on-demand video
service and realizing a free switch between the two play
modes.

In an embodiment, the present invention provides a P2P
based method for playing media, which includes the fol-
lowing steps.

Log 1n a network.

Select a live broadcasting service or a video-on-demand
service, and receive a judgment result on whether to builer
a data tlow corresponding to the live broadcasting service or
the video-on-demand service.

Obtain the corresponding data tlow according to a selec-
tion result, and butler the data flow when the judgment result
1S yes.

Provide the buflered corresponding data flow for a video-
on-demand node or a live broadcasting node as a data source
of the live broadcasting service or the video-on-demand
service.

In another embodiment, the present invention also pro-
vides a node, which includes a log-in module, a mode
selection module, an imnformation obtaining module, and a
storage module.

The log-1n module 1s configured to log in a network.

The mode selection module 1s configured to select a live
broadcasting service or a video-on-demand service.

The mformation obtaining module 1s configured to
rece1ve network information required by the live broadcast-
ing service or the video-on-demand service selected by the
mode selection module and a judgment result on whether to
buffer a data flow corresponding to the live broadcasting
service or the video-on-demand service.

The storage module 1s configured to obtain the data flow
according to a selection result of the mode selection module,
and bufler the data flow when the judgment result obtained
by the mnformation obtaining module 1s yes.

In another embodiment, the present invention further
provides a user request routing system (RRS), which
includes a user management module, a topology manage-
ment module, and a server management module.

The user management module 1s configured to manage
information of a node.

The topology management module 1s configured to man-
age topology structure information of live broadcasting and
video-on-demand 1n the system.

The server management module 1s configured to manage
information of each edge server (ES).

In another embodiment, the present invention further
provides a core server (CS), which includes an information
index module, a content blocking module, and a content
distribution module.

The information index module 1s configured to extract
metadata from a content source, and generate mndex infor-
mation.

The content blocking module 1s configured to block the
content source, and determine an encoding format.

The content distribution module 1s configured to distrib-
ute the index information generated by the information
index module and content blocked by the content blocking
module to corresponding ESs.

In another embodiment, the present invention further
provides a live broadcasting service edge server (Live_ES),
which includes a content management module, a content
communication module, and a content block management
module.

The content management module 1s configured to manage
locally saved data.
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The content communication module 1s configured to
obtain locally required content, and process a received
request.

The content block management module 1s configured to
perform a block encoding on the obtained content.

In another embodiment, the present invention further
provides a video-on-demand service edge server
(VOD_ES), which includes a content management module,
a content communication module, an SN management mod-
ule, and a cluster management module.

The content management module 1s configured to manage
locally saved data.

The content communication module 1s configured to
obtain locally required content, and process a received
request.

The SN management module 1s configured to manage,
according to the data managed by the content management
module, an SN corresponding to the data.

The cluster management module 1s configured to perform
an SN selection and an SN deregistration on accessed nodes.

In another embodiment, the present invention further
provides an SN, which includes a node state recording
module and a judging module.

The node state recording module 1s configured to record
state 1nformation of each node 1n a domain.

The judging module 1s configured to judge whether the
number of bufler nodes of content blocks of a data flow
corresponding to a live broadcasting service or a video-on-
demand service 1s smaller than a set content block level
threshold, according to the state information of each node in
the domain recorded by the node state recording module.

In another embodiment, the present invention further
provides a P2P based system for playing media, which
includes a CS, at least one Live ES, VOD ES, RRS, SN,
and node.

The CS 1s configured to perform a uniform encoding
process on a content source, and send the processed content
source to the corresponding Live_ES or VOD_ES.

The Live ES 1s configured to provide a data flow required
by a live broadcasting service.

The VOD_ES 1s configured to provide a data flow
required by a video-on-demand service.

The RRS 1s configured to manage the Live_ES, the
VOD_ES, and the node 1n a network.

The SN 1s configured to manage each node and content in
a domain.

The node 1s configured to obtain, transmit, and store the
data flow corresponding to the live broadcasting service or
the video-on-demand service.

The technical solutions of some embodiments of the
present ivention have the following advantages. By fully
utilizing characteristics of the live broadcasting service and
the video-on-demand video service, the live broadcasting
and video-on-demand video service can be interfused to
realize a free switch from the live broadcasting to the
video-on-demand. Meanwhile, a disk buffer method 1s
improved, such that program sources may be uniformly
distributed and connectable nodes are increased, and the data
buflered 1n user node disks 1s applied to the video-on-
demand. In addition, according to a source distribution
condition, the system judges whether to bufler the currently
viewed program, such that suflicient contents are ensured to
be used for network applications, thus avoiding waste
caused by the over much content stored repeatedly, increas-
ing the utilization ratio of network resources, and improving
the use experience of users.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic structural view of a P2P based
system for playing media according to an embodiment of the
present 1nvention;

FIG. 2 1s a schematic structural view of a CS according to
an embodiment of the present invention;

FIG. 3 1s a schematic structural view of a Live ES
according to an embodiment of the present invention;

FIG. 4 1s a schematic structural view of a VOD ES
according to an embodiment of the present invention;

FIG. 3§ 1s a schematic structural view of data stored in the
VOD_ES according to an embodiment of the present inven-
tion;

FIG. 6 1s a schematic structural view of an RRS according
to an embodiment of the present 1nvention;

FIG. 7 1s a schematic structural view of an SN according
to an embodiment of the present invention;

FIG. 8 1s a schematic structural view of a terminal node
according to an embodiment of the present invention;

FIG. 9 1s a schematic topology diagram of the P2P based
system for playing media according to the embodiment of
the present invention;

FIG. 10 1s a schematic topology diagram of a live broad-
casting node subsequently added with a video-on-demand
according to an embodiment of the present invention;

FIG. 11 1s a schematic topology diagram of a node
switching from a live broadcasting mode to a video-on-
demand mode according to an embodiment of the present
invention;

FIG. 12 1s a schematic flow chart on a client of a P2P
based method for playing media according to an embodi-
ment of the present invention;

FIG. 13 1s a schematic flow chart of a log-1n process of a
node according to an embodiment of the present invention;

FIG. 14 1s a schematic view of an operation process of the
live broadcasting mode according to an embodiment of the
present invention;

FIG. 15 1s a list of a data structure returned by the RRS
under the live broadcasting mode according to an embodi-
ment of the present invention;

FIG. 16 1s a schematic view of an operation process of the
video-on-demand mode according to an embodiment of the
present 1nvention;

FIG. 17 1s a schematic flow chart of judging whether to
bufler the content according to an embodiment of the present
imnvention;

FIG. 18 1s a schematic view of an operation process of
switching from the live broadcasting mode to the video-on-
demand mode by dragging the live broadcasting node
according to an embodiment of the present invention; and

FIG. 19 1s a schematic flow chart of a node exiting from
the live broadcasting according to an embodiment of the
present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

In an embodiment, the present invention provides a P2P
based method for playing media. On a basis of realizing
functions of a live broadcasting and a video-on-demand, the
live broadcasting and the video-on-demand are organically
combined, so as to realize a free switch from the live
broadcasting to the video-on-demand. Meanwhile, a disk-
buffer method 1s modified, such that program sources may
be uniformly distributed and connectable nodes are
increased, data buflered 1n user node disks 1s applied to the
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video-on-demand, and nodes 1n a video service system are
in a state that the video-on-demand and the live broadcasting
coexist. In addition, according to a source distribution
condition, a system judges whether to buffer a currently
viewed program, such that suflicient contents are ensured to
be used for network applications, thus avoiding waste
caused by the over much content stored repeatedly, increas-
ing the utilization ratio of network resources, and improving
the use experience of users.

FIG. 1 1s a schematic structural view of a P2P based
system for playing media according to an embodiment of the
present imnvention. Referring to FIG. 1, the system includes
at least one CS 1, Live ES 2, VOD_ES 3, RRS 4, SN 5, and
node 6.

The CS 1 1s the core server. When each program content
1s added to the system as a data source, the program content
needs to be firstly processed by the CS, so as to ensure that
the program contents have the same encoding mode no
matter 1n the live broadcasting or the video-on-demand. That
1s to say, the program contents having the same Content ID
have the same block encoding manner, and blocks corre-
sponding to the contents 1n a live broadcasting system and
a video-on-demand system are consistent. The program
contents having the same block encoding manner and after
being processed by the CS are transmitted to the Live ES 2
and the VOD_ES 3, so as to provide a program source for
a live broadcasting service and a video-on-demand service.
The transmission manner includes transmitting the program
contents according to requests of the ESs (including the
Live_ES 2 and the VOD_ES 3), or the CS 1 actively pushes
the program contents, that 1s to say, the CS 1 transmits the
blocked contents to the Live ES 2 and the VOD ES 3.

The RRS 4 1s configured to manage programs of the entire
system, register and manage the contents on the Live ES 2
and the VOD_ES 3, provide a reference for source optimi-
zation 1n the system. The CS 1 may actively report the
program contents to the RRS 4, or the RRS 4 may perform
content detection and detect the program contents sent by

the CS 1 to the Live ES 2 and the VOD_ES 3. Further,
through the content detection the RRS 4 finds changes of the

contents of the Live ES 2 and the VOD _ES 3, so as to
update the corresponding content record on the RRS 4. In
addition, the RRS 4 may further register and manage a
topology structure in the system.

As a manager of a domain of the VOD_ES 3, the SN S 1s
configured to register and manage content blocks in different
nodes in the domain, and to further register through the
VOD_ES the content blocks builered 1n the node performing
the live broadcasting service 1n a live broadcasting network.
By registering and managing the content blocks, the SN 3
provides the nodes for the node 6 to select an optimum
video-on-demand content after the node 6 accesses the
system, and provides a video-on-demand service source for
the node 6.

The node 6 logs 1n a network through the RRS 4, and gets
to know which ES the content required by the node 6 1s
located through the RRS 4, so as to perform the correspond-
ing live broadcasting service or the corresponding video-
on-demand service.

FIG. 2 1s a schematic structural view of the CS 1.
Referring to FIG. 2, the CS 1 includes an information index
module 21, a content blocking module 22, and a content
distribution module 23.

The information index module 21 1s configured to extract
metadata from a content source, and generate index infor-
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mation. The index information 1s metadata information of a
program, 1ncluding key frames of the program and other
information.

The content blocking module 22 1s configured to block the
content source by adopting a certain encoding format.

The content distribution module 23 1s configured to
distribute the index information generated by the informa-
tion index module 21 and the contents blocked by the

content blocking module 22 to the corresponding ESs.

The index information 1s sent to the ESs together with the
processed contents. Before performing the media play ser-
vice, the node firstly obtains the metadata information of the
program from the ES, and then obtains corresponding data
blocks according to the metadata.

In addition, the CS 1 saves a corresponding relation
between the blocked content and the ES, and information
records of pushing the contents processed by the CS 1 to the
ESs, and a data structure may adopt a manner of Table 1.
Please refer to Table 1.

TABLE 1

List of Data Structure in CS

Content 1D ES_1 ES_2 ES_ N

Particularly, Table 1 represents that ES_1, ES 2 ... ES_N
all have the program contents corresponding to the Content
ID, and definitely, 1t may be further pointed out that the ESs
provide the live broadcasting service or the video-on-de-
mand service.

The corresponding relation between the ES and the con-
tent as shown 1n the data structure may ensure that the CS
1 does not perform a repeated or contlicting process on the
same content, so as to ensure the efliciency of processing the
content. Meanwhile, 1f the CS 1 actively reports the program
contents to the RRS 4, the data structure may be part of the
reported content, so as to provide a content management
reference for the RRS 4.

The Live ES 2 1s configured to provide a data flow
required by the live broadcasting service, and saves the
blocked program content obtained from the CS 1. The
Live_ES 2 becomes a provider of the block data in the
system, and provides for the node information of the rel-
evant node storing the content requested by the node.
Definitely, 1n order to ensure the quality of service (QoS) of
the user, 11 the node cannot obtain the required data from the
nodes connected thereto, the node may also obtain the
required data flow from the Live_ES 2.

Referring to FIG. 3, the Live_ES 2 includes a content
management module 31, a content communication module
32, and a content block management module 33.

The content management module 31 1s configured to
manage locally saved data, that 1s, manage the contents
being blocked again.

The content communication module 32 1s configured to
obtain locally required contents from the CS 1, and process
obtaining requests sent by other nodes.

The content block management module 33 1s configured
to perform a block encoding process again on the content
blocks generated by the CS 1.

During the content distribution procedure, the encoding
process needs to be performed on the contents, so as to form
N+R blocks. That 1s to say, when the blocks distributed from
the CS to the ESs need to be distributed to other nodes, that
1s, other clients, the Live ES needs to perform the block
encoding process again on the blocks, so as to form N
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original small blocks and R encoded blocks. N blocks are
randomly selected from the N+R encoded blocks, and the
clients may restore the N blocks to the original content

blocks.

The VOD_ES 3 1s configured to provide the data flow
required by the video-on-demand service.

The VOD_ES 3 saves the blocked program contents from
the CS 1, becomes a provider of the block data in the system,
and provides for the node the information of the relevant
node storing the content requested by the node. Definitely, in
order to ensure the QoS of the user, i1f the node cannot obtain
the required data from the nodes connected thereto, the node
may also obtain the required data flow from the VOD_ES 3.
The VOD_ES 3 may further manage and assign the contents
as the SN 5, and definitely, the SN § for managing and
assigning the contents may be separately set, but the SN 3
needs to be determined by the VOD_ES 3 and accepts the
management of the VOD_ES 3. When the RRS 4 assigns the
contents 1n the CS 1 to the VOD_ES 3, the SN 5 1s also
selected and managed by the VOD_ES 3.

Referring to FIG. 4, the VOD_ES 3 includes a content
management module 41, a content communication module
42, a SN management module 43, and a cluster management
module 44.

The content management module 41 1s configured to
manage the locally saved data, that 1s, the content blocks, in
which the data may belong to different SNs, or belong to the
same SN.

The content communication module 42 1s configured to
obtain the locally required content, and process obtaining
requests sent by other nodes.

The SN management module 43 1s configured to manage
SN nodes of different domains, and provide an interface for
a user to query the SNs. A data structure 1s as shown 1n FIG.
5.

Content ID represents an ID of a certain program content.

SN List represents a list of SNs managing the content 1n
the VOD_ES.

SN_ID represents an ID of a certain SN 1n the SN List.

PeerAddr represents an address of the SN corresponding
to the SN_ID.

PeerNum represents the number of the nodes with regis-
tered contents currently owned by the SN.

SN_Resource represents a current performance using
state of the SN.

The cluster management module 44 1s configured to
perform an SN selection on the accessed nodes. Particularly,
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the cluster management module 44 mainly performs the SN
selection and the SN division on the logged-in nodes 1n the
entire VOD_ES, and selects or deregisters the SN from the
nodes controlled by the VOD_ES 3.

The RRS 4 15 configured to manage the Live ES 2, the
VOD_ES 3, and the node 6 1n the network.

No matter the user selects the video-on-demand or the live
broadcasting, the nodes corresponding to the user need to
register at the RRS 4. The RRS 4 manages two systems,
namely, the video-on-demand system and the live broad-
casting system. When each newly added live broadcasting
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node registers at the RRS 4, the RRS 4 returns a position of
the node 1n a live broadcasting topology to the node, returns
nodes neighboring the position to the node, and assigns a
Live_ES 2 to the node, so as to ensure the QoS of user
experience. Each newly added video-on-demand node may
obtain the VOD ES 3 from the RRS 4. Meanwhile, the RRS
4 manages all the nodes having the video-on-demand on the
same program, and scheduling according to play time points,
such that the newly added node may further obtain a set of
the nodes neighboring the play point.

When the node 6 logs 1n the RRS 4, no matter the node
6 1s added to the live broadcasting system or the video-on-
demand system, 1t 1s required for the RRS 4 to return the
program content to the VOD_ES 3, and the node 6 obtains
the SN 3 of the program content through the VOD_ES 3, and
then performs the registration, such that content file blocks
subsequently downloaded and stored by the node 6 may be
used by the video-on-demand node.

Referring to FIG. 6, the RRS 4 includes a user manage-
ment module 61, a topology management module 62, and a
server management module 63.

The user management module 61 1s configured to manage
information of each node 1n the network, and assign a Peer
ID to each logged-in node. Particularly, the user manage-
ment module 61 includes a judging sub-module 611.

The judging sub-module 611 1s configured to judge
whether the number of builer nodes of the content of the data
flow corresponding to the live broadcasting service or the
video-on-demand service 1s smaller than a set file level
threshold.

The topology management module 62 1s configured to
manage topology structure information of the live broad-
casting and the video-on-demand 1n the system. The topol-
ogy management module 62 includes a live broadcasting
topology management sub-module 621 and a video-on-
demand topology management sub-module 622.

The live broadcasting topology management sub-module
621 is configured to manage the topology structure infor-
mation corresponding to the live broadcasting service.

The video-on-demand topology management sub-module

622 1s configured to manage the topology structure infor-
mation corresponding to the video-on-demand service.
A data structure managed by the topology management

module on the RRS 4 may adopt a format as shown 1n Table
2. Please refer to Table 2.

TABLE 2

List of Data Structure in RRS

Live_ES VoD_ES Live Video-on- VoD Live
List List Broadcasting demand PeerNum PeerNum
Topology Node List

Structure

ContentID represents an ID of a certain program content.

MetaData represents metadata of the content, including a
content time length, a code rate, and other information
representing the content.

Live_ES List represents a live broadcasting ES list of the
program content.

VOD_ES List represents a video-on-demand ES list of the
program content.

The live broadcasting topology structure records the live
broadcasting nodes viewing the program, and a connection
relation among the nodes.
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The wvideo-on-demand node list records the video-on-
demand nodes viewing the program, and scheduling the
nodes according to play time points.

Live PeerNum and VOD PeerNum respectively represent
the number of the nodes currently viewing the live broad-
casting and the number of the nodes currently viewing the
video-on-demand, and through the numbers, the RRS may
return to a newly added node a message on whether to store
the recerved data.

The live broadcasting topology management sub-module
manages positions of all nodes added to the live broadcast-
ing system in a live broadcasting topology diagram, and
when a new node 1s added to the live broadcasting system,
the live broadcasting topology management sub-module
returns information of corresponding neighboring nodes to
the node. The video-on-demand topology management sub-
module 1s mainly configured to record the information of
each node added to the video-on-demand system, and when
a new node 1s added to the video-on-demand system, the
node returns nodes neighboring the play time point to the
new node.

The server management module 63 1s configured to
manage the information of each ES.

Particularly, the server management module 63 manages
the information of each ES in the system, so as to balance
the load among the edge servers in the system. When a node
1s added, the server management module 63 may select and
transmit some ESs having better performances to the node.

Referring to FIG. 7, the SN 5 includes a node state
recording module 71 and a judging module 72.

The node state recording module 71 1s configured to
record the state information of each node 1n one domain.

The judging module 72 1s configured to judge whether the
number of buffer nodes of content blocks of the data flow
corresponding to the live broadcasting service or the video-
on-demand service 1s smaller than a set content block level
threshold, according to the state information of each node in
the domain recorded by the node state recording module 71.

The SN exists in the video-on-demand system, and 1s a
node having an excellent performance selected by the
VOD_ES from many common nodes. The SN saves a data
structure, counts the node distribution condition of each
block of each content in the management region, takes
statistics on the information of the node capable of providing
the required data for other nodes in the domain, and judges
whether to bufler the content blocks requested by the node.
A schematic view of a data structure Reglnfo of SN 5 1s
shown 1n FIG. 3, in which a Peerlist field and a BlockInfo

field are particularly as shown in Table 4 and Table 5.

TABLE 3

Schematic Structural List of Data Structure Reglnfo

ContentlD
Peerlist
BlockInfo

TABLE 4

Schematic Structural List of Peerlist

PeerID PeerAddr BlockBitmap PeerState
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TABLE 5

Schematic Structural List of BlockInfo

BlockID BlockNum

ContentID represents an ID of a certain program content.

PeerList represents a node list of the program content
managed by the SN and the content block information of the
nodes.

BlocklInfo represents the program content block informa-

tion and the number of corresponding blocks.

PeerID represents an ID corresponding to each node.

PeerAddr represents address information corresponding
to each node.

BlockBitmap represents content block information of the
node.

PeerState represents a state of the node, including a
video-on-demand state, a live broadcasting state, and an 1dle
state (that 1s, neither video-on-demand nor live broadcast-
ing). When the state of the node 1s changed, all SN nodes
locally buffering the content are notified of changing the
corresponding PeerState.

BlockID represents an ID of a certain block of the
program content.

BlockNum represents the number of the blocks corre-
sponding to the BlockID in the SN management domain.

Each content block registers at the SN 5 for one time,
when a bit corresponding to BlockBitmap corresponding to
PeerID 1s modified, BlockNum corresponding to the
BlockID of the registered block needs to be modified, and 1f
registration 1s required, 1t 1s marked by BlockNum++; oth-
erwise, 1 a disk writing operation of the node fails, a
rollback 1s performed, the bit 1s modified, and it 1s marked
by BlockNum--.

In addition, a disk volume of a certain user terminal 1s
limited, so data replacement 1s required. When a newly
downloaded content block replaces the original data block,
the node sends the information to notify the SN 5 of keeping
updating, such that the statistical data and the content
distribution condition owned by the SN § are relatively
accurate, a connectable node set obtained by the node 1is
more reliable, thus ensuring a hit rate during the connection.

The SN 5 records the current state of the node. When the
state of the node 1s changed, for example, the node switches
from the live broadcasting to the video-on-demand, or
switches from the 1dle state to the video-on-demand mode to
view the program, the SN at which the node 1s registered
needs to be notified of the change of the state, so the data of
the SN 1s kept being updated.

When recerving the request of the node, the SN 5 selects
at least one connectable node from all the nodes in the
domain according to a priority selecting rule, so as to form
the connectable node set, and sends information of the
connectable node set to the corresponding requesting node.
The prionty selecting rule includes, but not limited to, a
selecting rule according to a priority sequence of the idle
node, the video-on-demand node, and the live broadcasting
node.

The node 6 1s configured to receive the data flow corre-
sponding to the live broadcasting service or the video-on-
demand service. Referring to FIG. 8, the node 6 includes a
log-in module 81, a mode selection module 82, an informa-
tion obtaining module 83, and a storage module 84.

The log-1n module 81 1s configured to log 1n the network,
and further includes a buffer judging sub-module 811 and a
registration sub-module 812.



