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(57) ABSTRACT

A system and method are provided for reliable, wireless
group alerting in a system having a database, switch, wireless
network, and a plurality of intelligent mobile receivers, and
preferably employing a modified two-way paging based on
ReFLEX™ protocol information service (IS) messages and a
novel ALOHA command for multicast acknowledgement
from mobile receivers. An encrypted message is broadcast to
a group address and received by a selected number of the
mobile receivers. The network replies to the sender with
detailed information about the individual members in the alert
group. Each of the mobile receivers in the group then
acknowledges the common message back to the system,
decrypts the message, displays it to the user, and allows the
user to respond. The system employs centralized manage-
ment to simplify the roles of the mobile users and adminis-
trators, minimizing configuration and operational human
errors that would otherwise result in confusion or lost mes-
sages.
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METHOD AND APPARATUS FOR EFFICIENT
AND DETERMINISTIC GROUP ALERTING

This patent application is a continuation of U.S. patent
application Ser. No. 11/303,025, filed Dec. 16, 2005, now
U.S. Pat. No. 7,969,959 which claims the benefit of U.S.
provisional application Ser. No. 60/636,094, filed Dec. 16,
2004, the entire disclosures of which are incorporated herein
by reference.

BACKGROUND OF THE INVENTION

The ability to alert and mobilize first responders is central
to the readiness of any public safety agency. In the aftermath
of recent major public safety events, including natural and
man-made disasters, the public safety community has thor-
oughly examined all aspects of wireless interoperable voice
communications. However, first responder alerting has
remained largely unexamined for over a decade, and in com-
munities relying on volunteer first responders, the critical
importance of first responder alerting rivals that of interoper-
able voice communications.

Shortcomings with current alerting technologies are well
documented in the public record. One analysis of communi-
cation failure during periods of profound crisis, the Arlington
County After-Action Report on the Response to the September
11 Terrorist attack on the Pentagon available from Arlington
County, Virginia, notes failures in all forms of communica-
tions, from initial alerting to tactical voice communication.
As stated in this report, during the events of Sep. 11, 2001,
radio channels became oversaturated, and interoperability
problems among jurisdictions and agencies persisted
throughout the entire response process. Otherwise compat-
ible portable radios were preprogrammed in a manner that
precluded interoperability. Cellular telephone systems and
even the public switched telephone network (PSTN) became
congested and unusable.

This report cited traditional, 1-way paging systems as the
most reliable method of alerting and notification. However,
the lack of'a paging response channel left responders relying
on other, less reliable forms of communication to escalate,
reply to, or even confirm receipt of their instructions. These
problems with cellular telephone networks and the PSTN
limited the overall effectiveness of 1-way paging as an alert-
ing system. This created serious operational challenges dur-
ing the Sep. 11, 2001 series of events, and they will create
similar problems in any such future events.

Even during day-to-day public safety activity, these alert-
ing system limitations are problematic. In most cases, when
volunteer groups are alerted by pager, incident commanders
do not know who will actually respond until personnel begin
to arrive on scene. This delay postpones decisions regarding
escalation and mutual aid, letting critical time slip by before
commanders can identify and correct problems with the
response. This time period can define the success or failure of
the response process, presenting a critical need for simple,
inexpensive, pager-type devices that can reply to group mes-
sages.

However, public safety agencies still rely on 25-year old,
1-way paging technology as their core alerting solution.
Many newer technologies are available, but for alerting, for a
variety of reasons, these technologies do not provide a mean-
ingful improvement over 1-way paging. Existing mobile data
systems are too expensive and too bulky for continual per-
sonal use. Digital and analog 2-way voice systems are simi-
larly impractical for widespread, continuous deployment to
volunteer forces. Several contemporary PCS technologies
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have integrated voice, data, and paging, but their complete
dependence on commercial networks runs counter to com-
monly accepted reliability standards (e.g., NFPA-1221). Pri-
vate broadband solutions (such as IEEE 802.11 and 802.16)
provide high-capacity data capabilities, but they lack the cov-
erage, portability, and resilience required for wide-area alert-
ing of large volunteer forces. Contemporary 2-way paging
systems perhaps come closest to meeting the alerting needs of
public safety agencies. Like 1-way systems, these pagers are
small, inexpensive devices that operate for long periods on
battery power. However, these systems have no ability to
acknowledge group messages.

More importantly, beyond the limitations described above,
none of these systems provide a network interface sufficient
to support acknowledged group messaging. Requiring that
the message originator individually alert each recipient adds
considerable setup delay when alerting large groups. This
delay is eliminated when using network-supported call group
or common address messages, but the message originator
must have prior knowledge of group membership. If a mes-
sage originator does not know the membership of the paged
group, there is no context to know whether enough manpower
is responding, or whether key individuals have been mobi-
lized. Manually maintaining accurate group membership ros-
ters between networks and message originators would be
impractical since this is time consuming, difficult, and prone
to errors. For a communications system to provide usable,
acknowledged group alerting capabilities to public safety
agencies, the network interface must provide group member-
ship details when the group message is sent. Even if the
mobile devices were capable of acknowledging group mes-
sages, current systems do not provide message originators
this membership information regarding the alerted group.
Simply guaranteeing that a message will be eventually deliv-
ered to all recipients is insufficient for public safety alerting
applications. The message originator (dispatcher, incident
commander, etc.) needs immediate feedback as to who has
been alerted and how they have replied, as well as information
concerning those who cannot be reached.

A need therefore exists for a 2-way paging system that
could be improved with group message acknowledgement
and a suitable system interface. Such a system would address
the current shortcomings of public safety alerting systems,
and could also provide other benefits. For instance, it could
act as an improved personnel accountability system (PAS) for
on-scene communications. Incident commanders could
instantly notify responders of imminent threats, such as
impending chemical release or structure failure, and verify
receipt by all personnel. Responses could be expanded to
include location information and health or equipment status
information. Such systems, made practical because of the
high performance and low cost of 2-way pagers, would both
obviate traditional problems with interoperable on-scene
communications and enable central oversight of critical real-
time safety data.

While public safety’s need for a system capable of
acknowledged group alerting system is clear and well docu-
mented in the public record, no such system yet exists but for
the present invention described herein.

SUMMARY OF THE INVENTION

The above-described deficiencies in the prior art are over-
come and a number of advantages are realized by the present
invention. In accordance with an aspect of the present inven-
tion, a method of efficient and deterministic alerting of a
group of recipients over a wireless network is provided. Each
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recipient comprises a mobile device capable of transmitting
and receiving data. The method comprises the steps of: stor-
ing for each recipient an assigned primary identifying address
and one or more group addresses that are shared with selected
ones of the other recipients; receiving a communication from
a network client requesting wireless transmission of a mes-
sage to recipients sharing a selected one of the group
addresses; transmitting a communication to the network cli-
ent comprising group information relating to the selected
group addresses, the group information comprising at least
one of the number of the recipients having the selected group
address and the identifying addresses of the recipients having
the selected group address; broadcasting the message to the
selected group address via a wireless network; receiving
acknowledgment responses from the recipients sharing the
selected group address via the wireless network; and provid-
ing the acknowledgment responses to the network client.

In accordance with another aspect of the present invention,
an apparatus for efficient and deterministic alerting of a group
ofrecipients over a wireless network is provided. Each recipi-
ent comprises a mobile device capable of transmitting and
receiving data. The apparatus comprises: at least one of a
memory device and an interface to an external memory device
for storing for each recipient an assigned primary identifying
address and one or more group addresses that are shared with
selected ones of the other recipients; a network client inter-
face for receiving a communication from a network client
requesting wireless transmission of a message to recipients
sharing a selected one of the group addresses; a wireless
communication network interface for communicating with
the recipients via a wireless communication network; and a
processing device connected to the memory device, the net-
work client interface and the wireless communication net-
work interface, the processing device being programmed to
transmit a communication to the network client comprising
group information relating to the selected group addresses,
the group information comprising at least one of the number
of the recipients having the selected group address and the
identifying addresses of the recipients having the selected
group address, broadcast the message to the selected group
address via the wireless communication network and the
wireless communication network interface, receive acknowl-
edgment responses from the recipients sharing the selected
group address via the wireless communication network, and
provide the acknowledgment responses to the network client.

In accordance with yet another aspect of the present inven-
tion, amobile device for efficient and deterministic alerting of
a group of recipients over a wireless network is provided.
Each recipient comprises a mobile device capable of trans-
mitting and receiving data. The mobile device comprises: a
memory device for storing an assigned primary identifying
address for its corresponding recipient and one or more group
addresses that are shared with selected ones of the other
recipients; a wireless communication network interface for
communicating with a switch via a wireless communication
network to receive messages therefore and to transmit
responses to the switch; and a processing device connected to
the memory device and the wireless communication network
interface, the processing device being programmed to receive
amessage broadcast by the switch to a selected group address
via the wireless communication network, to determine if it
shares the selected group address, and to transmit an
acknowledgment response to the switch via the wireless com-
munication network if it shares the selected group address.
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BRIEF DESCRIPTION OF THE DRAWINGS

The present invention can be further understood with ref-
erence to the following description and the appended draw-
ings, wherein like elements are provided with the same ref-
erence numerals:

FIG. 1 is a diagram of a group alerting system constructed
in accordance with an exemplary embodiment of the present
invention;

FIG. 2 is a diagram of a database used in a group alerting
system constructed in accordance with an exemplary embodi-
ment of the present invention;

FIG. 3 is an isometric view of a switch or server used in a
group alerting system constructed in accordance with an
exemplary embodiment of the present invention;

FIG. 4 is a diagram of communication between a client and
a server used in a group alerting system constructed in accor-
dance with an exemplary embodiment of the present inven-
tion;

FIG. 5 is a diagram of a group alerting system constructed
in accordance with an exemplary embodiment of the present
invention;

FIG. 6 is a block diagram of a group alerting system con-
structed in accordance with an exemplary embodiment of the
present invention;

FIG. 7 is a flow chart illustrating a sequence of operations
for broadcasting a group message and group message
acknowledgment in accordance with an exemplary embodi-
ment of the present invention;

FIG. 8 is a flow chart illustrating a sequence of operations
for receiving, acknowledging and processing group message
atamobile receiver in accordance with an exemplary embodi-
ment of the present invention; and

FIGS. 9A, 9B and 10 are views of mobile receivers con-
structed in accordance with exemplary embodiments of the
present invention.

DETAILED DESCRIPTION OF THE
EXEMPLARY EMBODIMENTS

Overview

In accordance with the present invention, a system and
method are provided for reliable, wireless group alerting in a
system that comprises a database, switch, wireless network,
and a plurality of intelligent mobile receivers, and employs a
modified two-way paging protocol based on group messaging
capability of the Motorola ReFLEX™ protocol and a novel
ALOHA command for multicast acknowledgement (ACK)
from mobile receivers. An encrypted message is broadcast to
a group address. This message is received by a number of
mobile receivers, each of which then acknowledges back to
the system, decrypts the message, displays it to the user, and
allows the userto respond, if they belong to the group address.
The system employs centralized management to simplify the
role of the mobile users and administrators, minimizing con-
figuration and operational human errors that would otherwise
result in confusion or lost messages. It also employs novel
mechanisms to compress the responses from the receivers to
use minimal airtime. The system is particularly relevant to
public safety and critical infrastructure operators, where large
group dispatches must be delivered quickly and determinis-
tically to a heavily distracted mobile workforce, and their
responses must be delivered to the dispatch center efficiently.
As such, this system provides a comprehensive, meaningful
solution to support distracted users with simple, resilient
group messaging. It is to be understood that, while an exem-
plary embodiment is described herein that uses paging tech-
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nology, the present invention can also be implemented using
a cellular system, a wireless local area network or more spe-
cifically WiF1i, or other wireless communication technology.

In accordance with an exemplary embodiment of the
present invention, a system for group alerting employs a
SPARKGAP™ network which utilizes a modified version of
aprotocol called ReFLEX™ developed by Motorola, Inc. for
two-way paging and Narrowband PCS (NPCS). This system
uses a 12.5 KHz channel pair operating in the 900 MHz band.
It is to be understood, however, that the group messaging of
the present invention can be implemented using other types of
protocols and network devices.

In accordance with an aspect of the present invention, a
SPARKGAP™ Dispatch Protocol (SDP) is provided as a
streamlined means for a computer aided dispatch (CAD)
system to communicate with two-way pagers on a SPARK-
GAP™ ReFLEX™ network. SPARKGAP™ is a ReFLEX™
network solution designed to control one or more base sta-
tions and provide two-way paging and mobile data coverage
over an arbitrary geographical area. While this solution is
similar in some ways to traditional one-way paging, two-way
paging also differs significantly from its one-way counter-
part. Two-way pagers acknowledge and reply to messages
they receive, and they can originate their own messages.
These additional capabilities outperform traditional paging
input protocols (e.g., SNPP, TAP and TNPP). In addition,
while more suitable second generation paging protocols exist
(e.g., SMTP, SMPP, and WCTP), these newer protocols do
not expose group membership information necessary for
effective, acknowledged group messaging.

The SDP of the present invention is a transactional, TCP/IP
protocol where the CAD system is the client and the SPARK-
GAP™ is the server. It features synchronous, client-initiated
request/response transactions as well as asynchronous server-
driven events, minimizing latency and complexity and deliv-
ering a rational solution to the public safety space.

A Dispatch/Response Layer (DRL) is also provided in
accordance with the present invention as a layer above the
ReFLEX™ Air Protocol to support group messaging. The
SDP and DRL are analogized as book ends in that they oper-
ate on either side of the ReFLEX™ network.

ReFLEX™ supports personal and information service (IS)
messages. Personal messages involve a single recipient, and
ReFLEX™ enables the receiving pager to acknowledge
reception, notify that the user has read the message, and relay
multiple-choice responses from the user. IS messages involve
an arbitrary group of recipients sharing common group
addresses called IS addresses. ReFLEX pagers can be con-
figured with one personal address and multiple IS addresses.
IS messages are strictly one-way and ReFLEX™ does not
support any response or acknowledgement from the recipient
group. The present invention, however, adds message
acknowledgement, message read notification, and multiple-
choice response capability to IS messages, creating an infra-
structure for reliable multicast messaging within the
ReFLEX™ protocol. As described further below, the present
invention implements two significant changes to conven-
tional 2-way paging. First, it defines a new ALOHA com-
mand (‘Multicast ACK Command’) used by a pager to reply
to an IS message. Second, it defines a flag to select which
devices are allowed to use this feature.

System Description

A system 10 configured in accordance with an exemplary
embodiment of the present invention is depicted in FIG. 1.
With reference to FIG. 1, a central switching system (herein-
after referred to generally as ‘Switch”) 12 connects to a Wire-
less Network 14 and communicates with a number of sub-
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6

scriber devices (hereinafter referred to generally as
‘Receivers’) 16 such as pagers, cell phones, or wireless per-
sonal data assistants (PDAs), or portable computer running
WiFi. Each Receiver is assigned one identifying Primary
Address and one or more multiple Group Addresses, and is
capable of receiving broadcast alert messages directed to any
of its addresses. The Switch 12 comprises a Receiver Data-
base 18 comprising stored information describing receivers,
their group membership, and connects to a Wireless Network
14 such as a PCS network employing cell broadcast, a paging
network, or a broadcast-capable data network employing
group addressing.

With reference to FIG. 2, the Receiver Database 18 com-
prises an independent table of Receivers 22 and an indepen-
dent table of Groups 24. Each Receiver row in table 22 con-
tains an identifying personal address, as well as other
information specific to a single device 16 and its Wireless
Network architecture. Each Group row in table 24 contains an
identifying group address, an encryption key, and a symbolic
name. A dependent table of Membership 26 provides the
many-to-many relationship between Receiver and Group
rows. Each Membership row assigns one receiver to one
group. Membership rows contain GroupAddress and Person-
alAddress columns, identifying a Group and Receiver row,
respectively. Each Membership row also contains a Receiv-
erGroupNumber column, a small mnemonic value that
uniquely identifies the Group from other Groups pro-
grammed into the same Receiver, and CC (‘carbon copy’) flag
to define specific behavioral aspects of the Receiver. Receiv-
ers do not respond to messages received by group addresses if
their CC flag is set, while they can respond to messages
received by group addresses if their CC flag is clear. This
mechanism allows users to monitor alerts to specific groups,
without expectation by the source of the alerts for a response.

As administrative changes occur to the Receiver Database
18, configuration transactions are executed over the air with
individual Receivers 16 to synchronize their configuration
memory with the corresponding data in the Receiver Data-
base 18. The system 10 therefore maintains an up-to-date
image in the configuration memory of each Receiver 16,
including a list of Group addresses, their ReceiverGroup-
Number values, their symbolic names, encryption keys, and
CC flags.

With reference to the flow charts in FIGS. 7 and 8, a
‘Client’ (e.g., a computer-aided dispatch center, a human user,
or other network client 20) uses this system 10 to broadcast
alert messages to groups of Receivers 16. To do so, the client
20 composes a message, preferably including display content
and a list of response strings. The Client 20 then connects to
the Switch 12 and requests transmission of the message to a
particular group name (block 50). Depending on the archi-
tecture of the Wireless Network 14, either the Client 20 or the
Wireless Network 14 assigns an identifying field to the mes-
sage such that user responses can be associated with the
correct message.

Upon receipt of the message, the Switch 12 responds to the
Client 20 with detailed information on the group such as a list
or a count of group members (block 52). It then encrypts the
Group Message, assigns a cyclical message sequence num-
ber, and transmits the message to the Group Address (block
54). As described in more detail below in connection with the
SPARKGAP™ dispatch protocol (SDP), the Switch 12
receives group message acknowledgment responses from the
receivers 16 (block 56) that are associated with the broadcast
group message (block 58) and provided to the Client 20
(block 60). Similarly, other types of responses generated as a
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result of the group message are associated with the broadcast
group message (block 62) and provided to the Client 20
(block 64).

Upon receiving the Group Message (block 80), the Receiv-
ers 16 decrypt the message and display the content, group
name, and multiple choice options to the user. Receivers
employing paging technology that are not addressed in the
group do not receive the message. Alternatively, a system 10
employing cellular broadcast of the message can receive but
ignore the message if it is not in the addressed group (block
82). Each Receiver 16 with a CC flag of false transmits one or
more acknowledgement codes through the Network 14 back
to the Switch 12, specifying message received, message read
notifications, and enumerated multiple-choice responses
(block 84, 88 and 90). The datagram carrying the acknowl-
edgement code also includes the personal address of the
receiver 16, the ReceiverGroupNumber of the group address,
and the message sequence number of the message, which
together efficiently and uniquely identify the specific group
message at the specific Receiver 16. Each Receiver 16 in the
group with a CC flag of true does not transmit an acknowl-
edgment reply to the Switch 12 but rather merely displays the
group message (blocks 84 and 86).

Each receiver 16 provides a configuration display for the
user. This display allows the user to specify, by group name,
how notification should occur for messages received by each
group address. Similarly, the Switch provides an administra-
tive human interface that allows a system administrator to set
up and maintain the Receivers 16 belonging to each Group.

An Exemplary Computer Aided Dispatch (CAD) System

The foregoing system description discusses the high-level
organization and data flow of an exemplary group messaging
system 10 that can use any of a variety of network types. With
reference to FIGS. 3,4 and 5, the following is a description of
an exemplary type of network, that is, a ReFLEX™ two-way
paging network that incorporates the new group messaging
layer of the present invention. FIG. 3 is a SPARKGAP™
network controller 12' which is configured to implement
group messaging in accordance with an exemplary embodi-
ment of the present invention. FIG. 4 illustrates the use of a
SPARKGAP™ network controller or server 12' in a system
configuration 10' similar to FIG. 1. FIG. 5 illustrates another
system configuration 10" in accordance with another exem-
plary embodiment of the present invention.

The SPARKGAP™ network controller or server 12' in
FIG. 3 provides private two-way paging, mobile data, and
wireless email over inexpensive channel pairs in the 900 MHz
Enhanced Specialized Mobile Radio (ESMR) band or the
Narrowband Personal Communication Services (N-PCS)
band. Coverage can be configured for a single building, mul-
tiple counties, or state-wide service, for example, supporting
small user devices such as pagers and personal data assistants
(PDAs) with Motorola’s proprietary ReFLEX™ protocol.
Since the SPARKGAP™ server provides encrypted acknowl-
edgement paging, responders reply immediately to CAD
events and other messages directly from their pagers, and
Advanced Encryption Standard (AES) encryption protects all
transmissions. Since the SPARKGAP™ server 12' supports
mobile applications, law enforcement officers can use PDAs
as receivers 16 to connect wirelessly with municipal, state,
and federal databases to run license checks, warrants, and
other mobile applications. Further, the SPARKGAP™ server
is useful for automatic vehicle location. Small, inexpensive
GPS sending units can be used as receivers 16 to monitor
vehicles and heavy equipment, sending real-time location and
status information on a 24 hour per day, 7 day per week basis.

20

25

30

35

40

45

50

55

60

65

8

The SPARKGAP™ server 12' can also support wireless
e-mail. Users can send and receive secure, wireless email
using pagers and PDAs.

The SPARKGAP™ server 12' can support one base station
15 or hundreds of base stations 15 in a network 14', each
consisting of a standard 900 MHz paging transmitter and
ReFLEX™ base receiver as shown in FIG. 5. A single station
covers a 7-20 mile radius, and a network 14' can coordinate
multiple stations using simulcast or cellular arrangements to
optimize coverage and capacity. A single channel pair can
serve thousands of users, and multiple channels can be aggre-
gated for additional capacity. Even under worst-case peak
conditions, the ReFLEX™ protocol uses centralized arbitra-
tion to prevent contention and channel overloading.

In accordance with an exemplary embodiment of the
present invention, the SPARKGAP™ server 12' maintains a
full packet data layer on top of paging, which is one of the
most robust and most reliable communication technologies
available, and leverages this foundation into a balanced set of
features, coverage, and capacity. The SPARKGAP™ server
12' connects directly to computer-aided dispatch (CAD) sys-
tems, provides low latency messaging with virtually unbreak-
able security, and operates with the lowest cost-per-user and
cost-per-coverage-area of any wireless data solution avail-
able. For additional resilience, redundant hot standby units
maintain network operation even under catastrophic circum-
stances, keeping first responders connected when they are
needed most.

As stated previously, the SPARKGAP™ protocol and
associated server 12' provide a ReFLEX™ network solution
designed to control one or more base stations 15 and provide
two-way paging and mobile data coverage with user devices
16 over an arbitrary geographical area. While this solution is
similar in some ways to traditional one-way paging, two-way
paging also differs significantly from its one-way counter-
part. Two-way pagers acknowledge and reply to messages
they receive, and they can originate their own messages.
These additional capabilities outperform traditional paging
input protocols (e.g., SNPP, TAP and TNPP). In addition,
while more suitable second generation paging protocols exist
(e.g., SMTP, SMPP, and WCTP), these newer protocols do
not expose group membership information necessary for
effective, acknowledged group messaging.

Client 20/Server 12 Protocol

In accordance with an aspect of the present invention, a
SPARKGAP™ Dispatch Protocol (SDP) is provided as a
streamlined means for a computer aided dispatch (CAD)
system 20' to communicate with two-way pagers 16 in, for
example, a SPARKGAP™ ReFLEX™ network 14'. It is to be
understood, however, that the group messaging of the present
invention can be implemented using other types of protocols
and network devices. The SDP of the present invention is a
transactional, TCP/IP protocol where the CAD system is the
client 20" and the SPARKGAP™ network controller 12' is the
server. It features synchronous, client-initiated request/re-
sponse transactions, as well as asynchronous server-driven
events, to minimize latency and complexity and deliver a
rational solution to the afore-mentioned issues relating to
public safety and rapid response and communication. With
reference to FIG. 6, the server or switch 12 or 12' comprises
a memory device 32 and processor 34, which can be pro-
grammed to implement the SDP, as well as an interface 30 to
the network 14 or 14'.

With further reference to FIG. 4, when employing SDP, the
CAD system or client 20' connects to the SPARKGAP™
server 12' using TCP/IP on port 55000. The CAD system or
client 20' initiates transactions with the SPARKGAP™ server
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12' using a synchronous request/response model, that is, the
CAD system 10' sends the SPARKGAP™ server 12' arequest
from a client 20", the SPARKGAP™ sever 12' takes an action,
and then the SPARKGAP™ server 12' sends the CAD system
client 20" a response. Additionally, in order to minimize
latency in delivering responses from the pagers, the SPARK-
GAP™ server 12' also sends asynchronous event notifica-
tions to the CAD system client 20' regarding message
progress and responses from individual pagers.

The SDP will now be described in further detail. A descrip-
tion of protocol data units, transactions and events follows.

1. SDP Protocol Data Units

SDP requests, responses, and events are implemented as
atomic protocol data units (PDUs) transmitted by the client
20 or 20' and server 12 or 12' using preferably a TCP/IP
network. PDUs are serialized, and preferably always trans-
mitted contiguously in their entirety. In other words, a node
preferably never interrupts a partially transmitted PDU to
begin another PDU. A PDU is preferably encoded using
ASCII plain text, and consists of an identifying header fol-
lowed by a collection of name/value attributes enclosed, as
shown below, in curly brackets (braces).

1.1 Syntax

PDUs are preferably encoded using ASCII plain text
according to the following specification:

Client-to-server transmission syntax:

“request” <request-number> <request-type> “{* <attribute-list> “}*
Server-to-client transmission syntax:

“event” <event-type> “{* <attribute-list> “}

“response” <request-number> “{* attribute-list “}

where,

<request-number> 1 = <integer>
<request-type> = token
<event-type> : :token

<attribute-list>
<attribute>
<attribute-name>
<attribute-value>
<integer>
<string>

1 @ <attribute> [<attribute-list I

: = attribute-name ““ attribute-value “;*
: : token

;= <integer> <string>

: := Basel0 Integer Expression

: & string enclosed in double quotes

An example PDU exchange is illustrated as follows:

CAD to SPARKGAP ™ SPARKGAP ™ to CAD

request 5066 SendMessage Response 5066
CadEventID="#CTYF041820772”; ResultCode=0;

MessageID="2004"; ResultText="Message Queued”;
DestinationID=Firel; b

Display="Calling All Cars™; Event PagerResponse
AlertResponse=0; {

ReadResponse=1; Tunestamp="07082004130553EST";
MCR="0On My Way”’; MessagelD="2004";

MCR="Busy”; CadEventID="#CTYF041820772”;

MCR="On Scene”; PagerID="229030020";

} PagerName="Doe, John”;
MessageRead=1;
}

1.2 Attribute Value Types
The SDP of the present invention preferably supports two
attribute types, with string or integer values. Integer values
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are simply unsigned integers with no more than 32 significant
bits, described using base-10 notation. Strings are simply
printable ASCII strings contained in double quotes, and sup-
porting the following escape sequences:

\n New Line

\r Carriage Return
e Double Quote
W Backslash

i An octal value

1.3 The Timestamp Attribute

All events contain a timestamp attribute marking the cre-
ation of the event. A timestamp value contains a string in a
specific format:

MMDDYYYYHHMMSST

Where
MM is the 2-digit month (1-12)
DD is the 2-digit day of the month (1-31)
YYYY is the 4-digit year
HH is the 2 digit hour (0-23)
MM is the 2 digit minute (0-59)
SS is the 2 digit second (0-59)
T is the 1-4 character time zone abbreviation
1.4 Attribute Order

In some cases, attribute order is significant. For illustrative
purposes, receiving nodes are expected to read and decode
attributes from first to last in the PDU.

2. Transactions

A transaction is exchanged on the network as a request
from the client, some action by the server, and a response
from the server. The SDP preferably includes three transac-
tions described below:

Login
SendMessage
QueryMessage

2.1 Login

The Login transaction establishes the identity of the CAD
client 20 or 20' for purposes of reconnection. Should a TCP/IP
connection be terminated, the SPARKGAP™ sever 12' will
queue events awaiting a reconnection.

2.1.1 Request
The request PDU contains the following attributes:

User (string, mandatory): This value contains the name or
identity of the CAD system client 20 or 20', which preferably
must match an entry in a SPARKGAP™ CAD account data-
base in the database 18.

Password (string, optional): This value contains the access
password for the CAD system client 20 or 20". If the CAD
account is set up without a password, then this attribute is not
required.

Version (integer, mandatory): This value specifies the pro-
tocol version that the CAD system client 20 or 20' is request-
ing for this session. The version is conveyed as the major
number multiplied by 100 and added to the minor number.
For illustrative purposes, this attribute value is 100.
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2.1.2 Response

The response PDU contains the following attributes:

ResultCode (integer, mandatory): This value contains the
result code of the transaction.

ResultText (string, optional): This value contains a human
readable message string describing the result of the transac-
tion.

Version (integer, mandatory): This value specifies the pro-
tocol version that the SPARKGAP™ sever 12' is supporting
for this session. The version is conveyed as the major number
multiplied by 100 and added to the minor number. For illus-
trative purposes, this attribute value is 100.

System (string, optional): This value contains an identify-
ing description of the SPARKGAP™-based system 10'.

2.1.3 Example

This example illustrates a CAD system client 20 or 20'
logging into a SPARKGAP™ server 12' as user “ECD911,”
requesting version 1.0 of the protocol. The SPARKGAP™
server 12' grants the login and acknowledges version 1.0
support.

CAD to SPARKGAP ™ SPARKGAP ™ to CAD

request 5066 login

User="ECD911”;
Password="GHTy778";

Version=100;

}
Response 5066
ResultCode=0;
Version=100;
ResultText="Connection
Complete”;

System="Sparkgap ESN 04000022";

2.2 SendMessage

The SendMessage transaction queues a message for deliv-
ery for one or more pager recipients 16. The transaction only
queues the message for processing. As the message is pro-
cessed and responses are received, a sequence of events will
convey the results back to the CAD system 10'.

2.2.1 Request

The request PDU contains the following attributes

MessagelD (string, mandatory): This value uniquely iden-
tifies the message from the client (CAD) 20 or 20" perspective.
An identical MessagelD attribute will be included in all sub-
sequent events related to this message.

CadEventID (string, optional): This value uniquely identi-
fies the precipitating CAD event. If present, an identical
CadEventID attribute will be included in all subsequent
events related to this message.

DestinationID (string, mandatory): This value specifies the
target audience for the message. The DestinationID corre-
sponds to the name of a group of pagers or an individual pager
in the SPARKGAP™ database. The PDU may contain mul-
tiple DestinationlD attributes, in which case the message will
be directed to an aggregated group representing the net total
of all recipients.

GroupDetail (integer, optional): This value conveys the
client’s desire to receive detailed information about group
recipients in the transaction response. If this field is present
and set to a non-zero value, then the response will include a
PagerID and PagerName attribute for each constituent num-
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ber of the group. If the GroupDetail attribute is not present or
set to zero, then this information will not be included in the
response.

Display (string, mandatory): This value contains the actual
display message to be read by message recipients. Multiple
Display attributes are arranged in the order they appear into a
single unbroken message.

AlertResponse (integer, mandatory): If present and set to a
non-zero value, this value instructs the SPARKGAP™ gerver
12' to notify the CAD client 20' as pagers 16 receive the
message and alert their users.

ReadResponse (integer, optional): If present and set to a
non-zero value, this value instructs the SPARKGAP™ gerver
12' to notify the CAD client 20' as users display the message
on their pager.

MCR (string, optional): If present, MCR attributes specify
“multiple-choice responses” to be presented to the user as
reply options. Multiple MCR attributes may be included in
the request. The first MCR encountered is number 0, the
second is number 1, and so on. As users reply to the message,
the SPARKGAP™ server 12' will relay appropriate PagerRe-
ply events to the CAD client 20'.

2.2.2 Response

The response PDU contains the following attributes:

ResultCode (Integer, mandatory): This value contains the
result code of the transaction.

ResultText (string, optional): This value contains a human
readable message string describing the result of the transac-
tion.

GroupSize: This value specifies the total number or recipi-
ent members in the group.

PagerID (String, mandatory): This value contains the iden-
tification of one pager in the aggregate destination group. The
presence of this attribute signifies that a corresponding Pager-
Name attribute will follow. Together, these two fields are
duplicated for each member of the total pager destination
group.

PagerName (string, optional): The value contains the name
of the pager user corresponding to the last PagerID value.

2.2.3 Example

This example illustrates a CAD system or client 20' send-
ing the message “Calling all cars” to two dispatch groups,
Firel and Fire34. The CAD system client 20 requests notifi-
cation from each pager 16 when the users read the messages,
but not when the pagers alert. The request includes a CadE-
ventID and a MessagelD so that the CAD system can properly
categorize forthcoming events related to this message. The
SPARKGAP™ server 12' queues the message and returns a
successful result code in the response.

CAD to SPARKGAP ™ SPARKGAP ™ to CAD

request 5066 sendmessage

CadEventID="#CTYF041820772";
MessageID="2004";
DestinationID="Firel”;
Destination]D="Fire34”;
GroupDetail=1;
Display="Calling All Cars™;
AlertResponse=0;
ReadResponse=1;
MCR="0On My Way”’;
MCR="Busy”;
MCR="Already On Scene”;

}
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CAD to SPARKGAP ™ SPARKGAP ™ to CAD MessageStatus Values
Response 5066 Meaning Description
5
ResultCode=0; “Pending” The message is pending for transmission.
ResultText="Message Queued”; “Sent” The message has been transmitted and is
GroupSize=892; open for replies.
} “Closed” The message is closed.

2.3 QueryMessage

The CAD client 20' initiates a QueryMessage transaction
to discover present status of a previously sent message. The
transaction response provides details about the message sta-
tus as well as the status of all message recipients.

2.3.1 Request

MessagelD (string, mandatory): This value identifies the
message to be queried. It preferably must match the Mes-
sagelD attribute of the SendMessage request that created the
message.

2.3.2 Response

The response includes a message status, and a number of
member status values in the form of an attribute group,
PagerID, PagerName, PagerStatus. These three attributes
may appear multiple times in the response to convey the status
of multiple pagers in the message’s aggregate destination
group.

ResultCode (integer, mandatory): This value contains the
result code of the transaction. If this value is not zero, then the
MessageStatus, PagerlD, PagerName, and PagerStatus fields
will not be present.

ResultText (string, optional): This value contains a human
readable message string describing the result of the transac-
tion.

MessageStatus (integer, mandatory): This value contains
the present status of the message, as described in the table
below.

PagerID (string, mandatory): This value contains the iden-
tification of one pager in the aggregate destination group. The
presence of this attribute represents that a corresponding
PagerName attribute may follow, and that a PagerStatus
attribute will follow. Together, these two or three fields are
duplicated for each member of the pager group total pager
destination group.

PagerName (string, optional): This value contains the
name of the pager user corresponding to the last PagerID
value.

PagerStatus (string, mandatory): This value contains the
status of the pager user corresponding to the most recent
PagerID value in the PDU. PagerStatus values are enumer-
ated in the table below.

PagerStatus and MessageStatus value enumerations are
described below:

PagerStatus Values
Value Description
“Pending” The message is pending for transmission.
“Sent” The message has been sent to the device but
not yet acknowledged in any way.
“Received” The message has been successfully received
by the device.
“Read” The message has been read by the user.
“Answered” The user has answered the message

—
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2.3.3 Example

This example illustrates a CAD system client 20', querying
for the message 2004. The SPARKGAP™ server 12' returns
a MessageStatus of “Sent” to indicate that the message has
been sent, and it returns individual deliver status codes on the
four members of the group.

CAD to SPARKGAP ™ SPARKGAP ™ to CAD

request 5067 sendmessage
MessageID="2004";
Response 5067

Result=0;
MessageStatus="Sent”;
PagerID="229030020";
PagerName="Doe, John”;
PagerStatus="Read”;
PagerID="229030109";
PagerName="Doe, Jane;
PagerStatus="Sent”;
PagerID="229030043"
PagerName="Orwell,
George™;
PagerStatus="Read”;
PagerID="229030025";
PagerName="Miller, Mark”;
PagerStatus="Answered”;

}

3 Events

SDP allows the SPARKGAP™ server 12' to send asyn-
chronous events to the CAD system client 20' to notify it of
message activity on the network. SDP includes two events:

PagerReply
MessageComplete

3.1 PagerReply

This event informs the CAD system client 20' that a recipi-
ent pager 16 has responded in some way to a message. The
event contains the following attributes

Timestamp (string, mandatory): This value specifies the
time that the SPARKGAP™ server 12' received the informa-
tion from the pager.

MessagelD (string, mandatory): This value identifies the
message, matching the MessagelD attribute value of the
SendMessage request that created the message.

CadEventID (string, mandatory): This field is preferably
only present if a CadEventID attribute existed in the Send-
Message request that created the message. If it is present, it
matches the value in the SendMessage request.

PagerID (string, mandatory): This value contains the iden-
tification of the pager issuing the reply.

PagerName (string, optional): This value contains a
descriptive name of the pager user.
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UserAlerted (integer, optional): If this attribute is present
and its value is non-zero, it means that the message was
successfully received by the pager 16 and the user was
alerted.

MessageRead (integer, optional): If this attribute is
present, it means that the user displayed the message on the
pager 16.

MecrValue (integer, optional): If this attribute is present, the
user selected a multiple-choice reply value indicated by the
value.

MecrText (string, optional): If this attribute is present, it
contains the actual text of the selected multiple-choice reply.

MessageText (string, optional): If this attribute is present, it
contains a manually typed response from the pager.

The PDU preferably will not aggregate events, but rather it
will contain either UserAlerted, MessageRead, McrValue
(and McrText), or MessageText. It preferably will not contain
a combination of these fields. Each distinct pager response
will arrive in its own event PDU with its own timestamp
value.

In the following example, Pager 229030020 (John Doe)
has responded to message 2004 with multiple-choice
response number 2.

CAD to SPARKGAP ™ SPARKGAP ™ to CAD

Event PagerResponse

Timestamp="07082004130553EST";
MessagelD="2004";
CadEventID="#CTYF041820772”;
PagerID="229030020";
PagerName="Doe, John”;
UserAlerted=1;

MessageRead=1;

MerValue=2;

MerText="Already On Scene”;

}

3.2 MessageComplete

This event informs the CAD system client 20' that a mes-
sage has transitioned to the closed state. The message record
will remain in memory 18 for some time, but the system will
no longer accept pager responses for it. This event contains
the following attributes:

Timestamp (string, mandatory): This value specifies the
time that the SPARKGAP™ closed the message.

MessagelD (string, mandatory): This value identifies the
message, matching the MessagelD attribute of the SendMes-
sage request that created the message.

CadEventID (string, mandatory): This value is only
present if a CadEventID attribute existed in the original Send-
Message request that created the message, and if it is present,
it matches the value in the SendMessage request.

In this example, SPARKGAP™ announces that Message
2004 is closed:

CAD to SPARKGAP ™ SPARKGAP ™ to CAD

Event MessageComplete

Timestamp="07082004130553EST";
MessagelD="2004";
CadEventID="#CTYF041820772”;

}
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Result Codes
SDP supports the following result codes:

0 Transaction Completed Successfully
1000 Badly formed PDU
1001 Unknown recognized Request

2000 Invalid User/Password

3000 Message Queue Full - Try Again Later
3001 Unknown MessageID

3002 Unknown DestinationID

3003 Missing Required Attribute

Server or Switch 12/Mobile Receiver 16 Protocol

A Dispatch/Response Layer will now be described which
is a layer above the ReFLEX™ Air Protocol that supports
group messaging between a client 20 or 20' and a mobile
device 16 in accordance with the present invention. The SDP
and DRL are analogized as book ends in that they operate on
either side of a ReFLEX network 14'".

1. Introduction

The present invention preferably provides for acknowl-
edged group messaging support for the ReFLEX™ protocol.
The ReFLEX™ protocol supports personal and information
service (IS) messages. Personal messages involve a single
recipient, and ReFLEX™ enables the receiving pager to
acknowledge reception, notify that the user has read the mes-
sage, and relay multiple-choice responses from the user. IS
messages involve an arbitrary group of recipients sharing
common group addresses called an IS addresses. ReFLEX
pagers can be configured with one personal address and mul-
tiple IS addresses. IS messages are strictly one-way, and
ReFLEX™ does not support any response or acknowledge-
ment from the recipient group.

The present invention adds message acknowledgement,
message read notification, and multiple-choice response
capability to IS messages, creating an infrastructure for reli-
able multicast messaging within the ReFLEX™ protocol. To
this end, the present invention defines a new ALOHA com-
mand (Multicast ACK Command), and defines a flag in the
‘Change Registration Command’ to select which devices are
allowed to use this feature.

The Dispatch/Response Layer (DRL) provides efficient
and high-performance group and personal messaging over a
ReFLEX™ network 14' between the server 12' and the user
devices or receivers 16. DRL uses binary IS vectors and
multicast ACK commands to deliver dispatch messages to
groups of users and receive individual responses. It also pro-
vides a simple structure for personal messaging between indi-
viduals, and it is designed to operate over the Secure Paging
Layer (SPL). SPL is an obvious, open-source encryption
standard based on AES. This system 10 or 10', however, can
be implemented with other encryption methods.

2. Overview

DRL supports both group and personal messages.

2.1 Group Messages

Group Messages are broadcast to a group of one or more
pagers 16 using ReFLEX™ [S addresses. A Group Message
includes a specially-formatted ReFLEX™ binary message
broadcast by the network 14' to a group of pagers 16, and a
number of ReFLEX™ Multicast ACK Command responses
from the pagers 16 back to the network 14'. This type of
message can contain a display message a supervisory com-
mand, or both.

2.2 Personal Message

Personal messages are sent between a single pager 16 and
the network 14' using a ReFLEX™ personal address. A Per-
sonal Message includes a specially-formatted ReFLEX™






