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MULTICASTING METHOD AND
APPARATUS

The present application is a continuation of and claims
priority to U.S. patent application Ser. No. 10/180,590, filed
Jun. 26, 2002, which application is a continuation of U.S.
patent application Ser. No. 09/617,647, filed Jul. 17, 2000,
now U.S. Pat. No. 6,434,622, which application is a con-
tinuation of U.S. patent application Ser. No. 09/435,732,
filed Nov. 8, 1999, now U.S. Pat. No. 6,119,163, which
application is a continuation of U.S. patent application Ser.
No. 09/110,369, filed Jul. 6, 1998, now U.S. Pat. No.
5,983,005, which application is a continuation of U.S. patent
application Ser. No. 08/644,072, filed May 9, 1996, now
U.S. Pat. No. 5,778,187, all of which are incorporated herein
by reference in their entirety.

FIELD OF THE INVENTION

This relates to a method and apparatus for providing audio
and/or visual communication services, in real-time to a
multiplicity of identifiable users on a communications net-
work, such as the Internet. In a preferred embodiment, the
invention monitors which users are receiving signals on
which one of a plurality of channels and modifies the content
of at least some signals in response thereto. A particular
application is to provide services akin to multi-channel radio
or television with commercial programming content
adjusted in accordance with the identity of the individual
user.

BACKGROUND OF THE INVENTION

Systems such as the Internet typically are point-to-point
(or unicast) systems in which a message is converted into a
series of addressed packets that are routed from a source
node through a plurality of routers to a destination node. In
most communication protocols the packet includes a header
that contains the addresses of the source and the destination
nodes as well as a sequence number that specifies the
packet’s order in the message.

In general, these systems do not have the capability of
broadcasting a message from a source node to all the other
nodes in the network because such a capability is rarely of
much use and could easily overload the network. However,
there are situations where it is desirable for one node to
communicate with some subset of all the nodes. For
example, multi-party conferencing capability, analogous to
that found in the public telephone system and broadcasting
to a limited number of nodes, is of considerable interest to
users of packet-switched networks. To satisty such demands,
packets destined for several recipients have been encapsu-
lated in a unicast packet and forwarded from a source to a
point in a network where the packets have been replicated
and forwarded on to all desired recipients. This technique is
known as I[P Multicasting and the network over which such
packets are routed is referred to as the Multicast Backbone
or MBONE. More recently, routers have become available
that can route the multicast addresses (class D addresses)
provided for in communication protocols such as TCP/IP
and UDP/IP. A multicast address is essentially an address for
a group of host computers who have indicated their desire to
participate in that group. Thus, a multicast packet can be
routed from a source node through a plurality of multicast
routers (or mrouters) to one or more devices receiving the
multicast packets. From there the packet is distributed to all
the host computers that are members of the multicast group.
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These techniques have been used to provide on the
Internet audio and video conferencing as well as radio-like
broadcasting to groups of interested parties. See, for
example, K. Savetz et al. MBONE Multicasting Tomorrow’s
Internet (IDG Books WorldWide Inc., 1996).

Further details concerning technical aspects of multicast-
ing may be found in the Internet documents Request for
Comments (RFC) 1112 and 1458, which are reproduced at
Appendices A and B of the Savetz book and in D. P.
Brutaman et al., “MBONE provides Audio and Video Across
the Internet,” IEEE Computer, Vol. 27, No. 4, pp. 30-36
(April 1994), all of which are incorporated herein by refer-
ence.

Citation of the foregoing documents is not to be construed
as an admission that any of such documents is a prior art
publication relative to the present invention.

SUMMARY OF THE INVENTION

The present invention is a scalable architecture for deliv-
ery of real-time information over a communications net-
work. Embedded into the architecture is a control mecha-
nism that provides for the management and administration
of users who are to receive the real-time information.

In the preferred embodiment, the information being deliv-
ered is high-quality audio. However, it could also be video,
graphics, text or any other type of information that can be
transmitted over a digital network. This information is
delivered in real-time to any number of widely distributed
users. It is real-time in that for a given channel of informa-
tion, approximately the same information is being sent at
approximately the same time to everyone who is enabled to
receive the information.

Preferably, there are multiple channels of information
available simultaneously to be delivered to users, each
channel consisting of an independent stream of information.
A user chooses to tune in or tune out a particular channel, but
does not choose the time at which the channel distributes its
information. Advantageously, interactive (two-way) infor-
mation can be incorporated into the system, multiple streams
of information can be integrated for delivery to a user, and
certain portions of the information being delivered can be
tailored to the individual user.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects, features and advantages of our
invention will be more readily apparent from the following
Detailed Description of a Preferred Embodiment of our
invention in which:

FIG. 1 is a schematic diagram depicting an overview of
the system of the present invention;

FIG. 2 is a schematic diagram depicting the network
control center for the system of FIG. 1;

FIG. 3 is a schematic diagram depicting a unicast distri-
bution structure;

FIG. 4 is a schematic diagram depicting a multicast
distribution structure;

FIG. 5 is a schematic diagram depicting the connection
between the media server and the user in the system of FIG.
1;

FIGS. 6, 7, 8A-8C, 9A, 9B, 10-15, 16A, 16B, 17 are
timing diagrams that depict various aspects of the operation
of the system of FIG. 1; and

FIGS. 18 and 19 depict the user interface for control of the
system of FIG. 1.



US 7,080,153 B2

3

Where the same reference numerals appear in multiple
drawings, the numerals refer to the same or corresponding
structure in such drawings.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring to FIG. 1, the system of the present invention
comprises a Network Control Center 10, a plurality of
Primary Servers 20, Media Servers 30, Users 40 and Control
Servers 50 and an Administration Server 60. The servers are
interconnected by a communications network, which in the
preferred embodiment is the global connected internetwork
known as the Internet. The Network Control Center 10 is the
source of the information being distributed. It receives audio
feeds from satellite, over the air broadcast or in other ways
and processes this information for delivery over the network
on multiple channels of information. This processing con-
sists of optionally recording the information for future
broadcast and dynamically inserting paid commercial adver-
tisements.

For each channel of information, there is a Primary Server
20 that receives the stream of information from the Network
Control Center 10 and compresses the information stream to
allow for more efficient transmission. The Primary Servers
20 are directly connected to the network.

The Primary Servers forward information via the network
to a number of Media Servers 30. There may be a large
number of Media Servers and in fact there may be many
levels of Media Servers. For example, a Media Server that
receives a stream of information from a Primary Server may
forward that stream via the network to another Media Server
that then forwards it to a User 40. This multilevel hierar-
chical structure is described in more detail below.

The topology of the Internet dictates the ideal placement
of Media Servers, the fan-out of each Media Server and the
number of levels of Media Servers between the Primary
Server and Users. For example, the Media Servers that feed
from a Primary Server might be placed at major points of
presence (POPs) of each of the large Internet service pro-
viders. These Media Servers might also be placed near
clouds that serve as high bandwidth exchange points
between the major carriers. Similarly, Media Servers that
feed to Users might be placed on or close to networks that
have a large number of subscribers to minimize the distance
and number of data streams being transmitted.

Control Servers 50 are responsible for keeping track of
which Users are listening to which channels and for direct-
ing the Media Servers to start and stop streams of informa-
tion to those Users. The Control Servers are also responsible
for handling other interactions among the various compo-
nents of the system as will be described in more detail below.
Each Control Server is responsible for managing a cluster of
Media Servers; and each Media Server is managed by a
single Control Server at any given time. As a result, the
Control Servers are distributed throughout the Internet,
preferably located close to the Media Servers.

The Administration Server 60 is responsible for register-
ing new Users, authenticating Users who want to log onto
the system, and maintaining audit logs for how many Users
are listening to which channels and at which times. Main-
taining audit logs and gathering statistics are features critical
to monitoring the delivery of paid commercial messages as
well as for other purposes. For example, for purposes of
assessing copyright royalties, the audit logs can record the
number of listeners for each musical or video selection that
is distributed by the system. Another application is to
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determine the percentage of listeners who are interested in
listening to a particular musical selection by determining
how many listen to the entire selection and how many turn
it off.

The system of the present invention can be considered a
distribution architecture integrated with a control architec-
ture. The distribution architecture handles scalable real-time
delivery of information to any number of Users on a packet
switched network, such as the Internet. The control archi-
tecture represents a second scalable system integrated with
the distribution architecture for managing and administering
the delivery of that information.

The remainder of this description is divided into three
sections. In the next section the distribution architecture will
be described in more detail. Following that, the control
architecture will be described. In the third section the User
interface will be illustrated.

1. Distribution Architecture

The distribution architecture provides for the delivery of
real-time information to any number of Users distributed
throughout a network. As will be described in detail below,
the distribution architecture is scalable to allow for efficient
delivery of multiple simultaneous information channels in
real-time to a large number of Users.

In the preferred embodiment, the information that is being
distributed consists of high-quality audio in addition to other
information. It should be appreciated that the basic archi-
tecture and other general principles set forth herein would
also apply to the delivery of video, graphics, text or any
other type of information that can be delivered over a digital
network. In addition, it should be appreciated that an infor-
mation stream can consist of audio with supplemental infor-
mation such as text and graphic images and commands to
control software running on the User’s computer.

The source of information in the preferred embodiment is
the Network Control Center 10, depicted in the schematic
diagram of FIG. 2. Control Centers of this type of design are
available from Broadcast Electronics, Inc. and are similar to
what would be found in a conventional radio station serving
multiple frequencies.

Referring to FIG. 2, the incoming signal can be received
in a variety of ways such as from a satellite, over-the-air
broadcast, cable or hard disk. It is then processed by
Receiver/Decoder 110, which decodes the signal and pro-
vides an incoming audio stream. Routing Switcher 120 is
responsible for routing the incoming audio feed from the
Receiver to either Delay Recording Workstation 140 or to
one of the Playback/Control Workstations 130. Real-time
insertion of paid commercial advertising takes place at the
Playback/Control Workstations and the resulting integrated
audio stream is delivered to the Primary Servers. The Delay
Recording Workstation is responsible for recording an
incoming broadcast so that it can be played back at a later
time.

Supervisory Workstation 150 is responsible for managing
and controlling the Playback/Control Workstations, Delay
Recording Workstations and other computers as may be
connected to the local area network within the Network
Control Center. Production Workstation 160 and Audio-
VAULT-NFS Server 170 are used to manipulate audio
samples, such as commercial messages for use by the
Playback/Control Workstations. The audio being delivered
can consist of syndicated TV or radio programs, such as
would be received over satellite or cable and delivered as
described above. These can be delivered live and/or played
back at a later time. It is also possible for the delivery of
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information, such as music, to take place from information
that is all stored locally such as on a hard disk. A new play
list and its associated music data can then be downloaded
periodically to update the channel. Additionally, it is pos-
sible to deliver commercial-free programming, for example
public service announcements or label-specific music.

In the preferred embodiment the Primary Servers are
responsible for compressing the audio stream using an
advanced perceptual technique developed and licensed by
AT&T Corp. and Lucent Technologies, Inc. This highly
sophisticated algorithm is used to maximize the benefit of
the bandwidth available. Advantageously, two bitrates are
available, a first rate of approximately 20 Kbps and a second
rate of approximately 56 Kbps. Using the perceptual tech-
nique, the quality of the first rate is similar to FM monaural
(with a sampling rate of approximately 22,000 16-bit
samples per second) and the second rate is close to CD
quality stereo (with a sampling rate of approximately 32,000
16-bit samples in stereo each second). The signals at the two
different bitrates comprise two different audio channels and
thus require two different compression processes.

The computational requirements of compressing an audio
stream in real time using techniques such as the advanced
perceptual technique are approximately 100% of a Pentium-
Pro 200 Mhz computer and the computational requirements
of decompressing an audio stream in real time are approxi-
mately 30% of a Pentium 75 Mhz computer. Future
improvements and/or changes to the algorithm could sig-
nificantly change these requirements. For the present, a
dedicated computer is required within the Primary Server to
compress the audio stream. The decompression process
takes place on end Users’ computers and preferably would
use only a portion of the computers’ computational require-
ments, allowing the computers to be used for other tasks
while they are processing the audio stream.

It is important to appreciate that the compression and
decompression techniques employed by the present inven-
tion are not critical to the overall operation of the system and
the advantages obtained therefrom could be obtained with
other compression methodologies. Advantageously, the
identity of the compression technique used can be encoded
into the audio stream in the packet header. This makes it
possible to identify to the receiver the nature of the decom-
pression algorithm to use; and thereby make it possible for
the computer within the Primary Server to select an opti-
mum compression algorithm depending on the nature of the
audio stream to be compressed.

The remainder of the distribution architecture comprises
the multilevel hierarchy of data transmission originating at
the Primary Server 20 and terminating at the Users 40 as
shown in FIG. 3. In the preferred embodiment, the network
is the global connected Internet. It can also include private
networks that are connected to the Internet and it could be
implemented on any packet switched network, cable-mo-
dem-based or satellite-based cable system. It is possible that
certain links within the overall system, for example, the link
between the Primary Server and the first level of Media
Servers, are private data links that carry only data associated
with this system. This could also be true of other data
transmission paths in the distribution architecture. The User
receiving the information preferably can be anyone who has
access to the Internet with sufficient bandwidth to receive the
resulting audio data.

It should be appreciated that the distribution architecture
of the present invention provides for scalability. Using such
a structure, any number of Users, and as widely distributed
as necessary, can be accommodated. In the preferred
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embodiment, the fan-out at each level of Media Server
(given the state of technology today) is on the order of ten,
but the same structure could be applied with other fan-outs.
The location and fan-out of the Media Servers is chosen to
minimize overall network bandwidth consumed.

The flow of information from Primary Server 20 through
network to User 40 is based on the delivery of a continuous
sequence of individual pieces of information, or packets.
Thus the distribution architecture implements a form of
multicast packet delivery to a group. The group in this case
is the set of all Users who are listening to a given channel
at a given time. Group membership is dynamic; Users can
start and stop listening to a channel at any time.

Multicasting can be implemented in a variety of ways, any
or all of which can be used in the present invention. In the
preferred embodiment, the Media Servers receive unicast
packet streams and they then duplicate these streams into
more unicast streams to other Media Servers that are in the
membership group for that stream. The lowest level Media
Servers use hardware broadcast, multicast and/or unicast to
reach all Users served by that Media Server.

If the Media Server is directly connected to the same
physical network as the User, hardware broadcast or multi-
cast can be used to transmit the packet stream to all Users
listening at that time on that network. In this case the Media
Servers can translate the incoming packets into broadcast or
multicast packets for transmission on the local network.
Only a single packet is transmitted at-a-time on the local
network and any computer directly connected to the local
network can receive that packet. Hardware multicast is built
into most networks and it is lower in overall overhead than
hardware broadcast since computers not interested in a
transmission do not have to process the packets. In the case
that a Media Server is serving a User who is not on the same
physical network, a unicast transmission is used to reach that
User, which requires a separate packet transmission for each
User so connected. In the preferred embodiment, the assign-
ment of Users to Media Servers is done using control
transactions among the User 40, Control Servers 50, and
Administration Server 60. This system will be described
more fully in the following section.

Multicasting can also be implemented within the Internet
at the IP level using IP class D addresses and the IGMP
group control protocol. FIG. 4 illustrates how the multilevel
hierarchical distribution architecture would operate using IP
multicast delivery. Under this system, a packet is transmitted
with a multicast address for a destination and each router
maintains group membership lists for each interface that it is
connected to and will forward packets across the Internet to
other routers such that all Users within the global group
eventually receive a copy of the packet. Unless and until all
routers within the Internet understand multicasting in this
way, it is necessary to supplement it with IP tunneling in
which multicast packets are encapsulated in unicast packets
and routed by unicast routers to multicast routers. The
present invention can and will be able to take advantage of
IP multicasting as it becomes widely available. Each channel
of information would be given its own class D address and
the Media Server would then simply transmit packets using
the appropriate IP destination address. In this case no Media
Servers would be used as this function would be accom-
plished by the routers in use to store and forward other IP
packets.

Thus it can be appreciated that the implementation of the
multicast delivery structure can be implemented using a
combination of IP unicast, IP multicast and hardware mul-
ticast or any other system that provides for distributed






