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METHOD FOR SUB-PIXEL VALUE
INTERPOLATION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of, and claims priority to,
U.S. application Ser. No. 11/090,717, filed Mar. 25, 2005,
now allowed, which is a continuation of, and claims priority
to, U.S. application Ser. No. 09/954,608, filed Sep. 17, 2001,
now U.S. Pat. No. 6,950,469, all of which are incorporated by
reference herein in their entirety.

The present invention relates to a method for sub-pixel
value interpolation in the encoding and decoding of data. It
relates particularly, but not exclusively, to encoding and
decoding of digital video.

BACKGROUND OF THE INVENTION

Digital video sequences, like ordinary motion pictures
recorded on film, comprise a sequence of still images, the
illusion of motion being created by displaying the images one
after the other at a relatively fast frame rate, typically 15 to 30
frames per second. Because of the relatively fast frame rate,
images in consecutive frames tend to be quite similar and thus
contain a considerable amount of redundant information. For
example, a typical scene may comprise some stationary ele-
ments, such as background scenery, and some moving areas,
which may take many different forms, for example the face of
a newsreader, moving traffic and so on. Alternatively, the
camera recording the scene may itself be moving, in which
case all elements of the image have the same kind of motion.
Inmany cases, this means that the overall change between one
video frame and the next is rather small. Of course, this
depends on the nature of the movement. For example, the
faster the movement, the greater the change from one frame to
the next. Similarly, if a scene contains a number of moving
elements, the change from one frame to the next is likely to be
greater than in a scene where only one element is moving.

It should be appreciated that each frame of a raw, that is
uncompressed, digital video sequence comprises a very large
amount of image information. Each frame of an uncom-
pressed digital video sequence is formed from an array of
image pixels. For example, in a commonly used digital video
format, known as the Quarter Common Interchange Format
(QCIF), a frame comprises an array of 176x144 pixels, in
which case each frame has 25,344 pixels. In turn, each pixel
is represented by a certain number of bits, which carry infor-
mation about the luminance and/or colour content of the
region of the image corresponding to the pixel. Commonly, a
so-called YUV colour model is used to represent the lumi-
nance and chrominance content of the image. The luminance,
or Y, component represents the intensity (brightness) of the
image, while the colour content of the image is represented by
two chrominance components, labelled U and V.

Colour models based on a luminance/chrominance repre-
sentation of image content provide certain advantages com-
pared with colour models that are based on a representation
involving primary colours (that is Red, Green and Blue,
RGB). The human visual system is more sensitive to intensity
variations than it is to colour variations; YUV colour models
exploit this property by using a lower spatial resolution for the
chrominance components (U, V) than for the luminance com-
ponent (Y). In this way the amount of information needed to
code the colour information in an image can be reduced with
an acceptable reduction in image quality.
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The lower spatial resolution of the chrominance compo-
nents is usually attained by sub-sampling. Typically, a block
of 16x16 image pixels is represented by one block of 16x16
pixels comprising luminance information and the corre-
sponding chrominance components are each represented by
one block of 8x8 pixels representing an area of the image
equivalent to that of the 16x16 pixels of the luminance com-
ponent. The chrominance components are thus spatially sub-
sampled by a factor of 2 in the x and y directions. The result-
ing assembly of one 16x16 pixel luminance block and two
8x8 pixel chrominance blocks is commonly referred to as a
YUV macroblock, or macroblock, for short.

A QCIF image comprises 11x9 macroblocks. If the lumi-
nance blocks and chrominance blocks are represented with 8
bit resolution (that is by numbers in the range O to 255), the
total number of bits required per macroblock is (16x16x8)+
2x(8x8x8)=3072 bits. The number of bits needed to represent
avideo frame in QCIF format is thus 99x3072=304,128 bits.
This means that the amount of data required to transmit/
record/display a video sequence in QCIF format, represented
using a YUV colour model, at a rate of 30 frames per second,
is more than 9 Mbps (million bits per second). This is an
extremely high data rate and is impractical for use in video
recording, transmission and display applications because of
the very large storage capacity, transmission channel capacity
and hardware performance required.

If video data is to be transmitted in real-time over a fixed
line network such as an ISDN (Integrated Services Digital
Network) or a conventional PSTN (Public Service Telephone
Network), the available data transmission bandwidth is typi-
cally of the order of 64 kbits/s. In mobile videotelephony,
where transmission takes place at least in part over a radio
communications link, the available bandwidth can be as low
as 20 kbits/s. This means that a significant reduction in the
amount of information used to represent video data must be
achieved in order to enable transmission of digital video
sequences over low bandwidth communication networks. For
this reason video compression techniques have been devel-
oped which reduce the amount of information transmitted
while retaining an acceptable image quality.

Video compression methods are based on reducing the
redundant and perceptually irrelevant parts of video
sequences. The redundancy in video sequences can be cat-
egorised into spatial, temporal and spectral redundancy. ‘Spa-
tial redundancy’ is the term used to describe the correlation
between neighbouring pixels within a frame. The term ‘tem-
poral redundancy’ expresses the fact that the objects appear-
ing in one frame of a sequence are likely to appear in subse-
quent frames, while ‘spectral redundancy’ refers to the
correlation between different colour components of the same
image.

Sufficiently efficient compression cannot usually be
achieved by simply reducing the various forms of redundancy
in a given sequence of images. Thus, most current video
encoders also reduce the quality of those parts of the video
sequence which are subjectively the least important. In addi-
tion, the redundancy of the compressed video bit-stream is
itself reduced by means of efficient loss-less encoding. Typi-
cally, this is achieved using a technique known as ‘variable
length coding’ (VLC).

Modern video compression standards, such as I[TU-T rec-
ommendations H.261, H.263(+)(++), H.26L. and the Motion
Picture Experts Group recommendation MPEG-4 make use
of ‘motion compensated temporal prediction’. This is a form
of temporal redundancy reduction in which the content of
some (often many) frames in a video sequence is ‘predicted’
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from other frames in the sequence by tracing the motion of
objects or regions of an image between frames.

Compressed images which do not make use of temporal
redundancy reduction are usually called INTRA-coded or
I-frames, whereas temporally predicted images are called
INTER-coded or P-frames. In the case of INTER frames, the
predicted (motion-compensated) image is rarely precise
enough to represent the image content with sufficient quality,
and therefore a spatially compressed prediction error (PE)
frame is also associated with each INTER frame. Many video
compression schemes can also make use of bi-directionally
predicted frames, which are commonly referred to as B-pic-
tures or B-frames. B-pictures are inserted between reference
or so-called ‘anchor’ picture pairs (I or P frames) and are
predicted from either one or both of the anchor pictures.
B-pictures are not themselves used as anchor pictures, that is
no other frames are predicted from them, and therefore, they
can be discarded from the video sequence without causing
deterioration in the quality of future pictures.

The different types of frame that occur in a typical com-
pressed video sequence are illustrated in FIG. 3 of the accom-
panying drawings. As can be seen from the figure, the
sequence starts with an INTRA or [ frame 30. In FIG. 3,
arrows 33 denote the ‘forward’ prediction process by which
P-frames (labelled 34) are formed. The bi-directional predic-
tion process by which B-frames (36) are formed is denoted by
arrows 31a and 315, respectively.

A schematic diagram of an example video coding system
using motion compensated prediction is shown in FIGS. 1
and 2. FIG. 1 illustrates an encoder 10 employing motion
compensation and FIG. 2 illustrates a corresponding decoder
20. The encoder 10 shown in FIG. 1 comprises a Motion Field
Estimation block 11, a Motion Field Coding block 12, a
Motion Compensated Prediction block 13, a Prediction Error
Coding block 14, a Prediction Error Decoding block 15, a
Multiplexing block 16, a Frame Memory 17, and an adder 19.
The decoder 20 comprises a Motion Compensated Prediction
block 21, a Prediction Error Decoding block 22, a Demulti-
plexing block 23 and a Frame Memory 24.

The operating principle of video coders using motion com-
pensation is to minimise the amount of information in a
prediction error frame E, (x,y), which is the difference
between a current frame [,(x,y) being coded and a prediction
frame P, (X,y). The prediction error frame is thus:

E, (6. 0)=1,(5.3)-Pu(x,y). M

The prediction frame P, (x.y) is built using pixel values of
a reference frame R, (X,y), which is generally one of the
previously coded and transmitted frames, for example the
frame immediately preceding the current frame and is avail-
able from the Frame Memory 17 of the encoder 10. More
specifically, the prediction frame P, (x,y) is constructed by
finding so-called ‘prediction pixels’ in the reference frame
R, (x,y) which correspond substantially with pixels in the
current frame. Motion information, describing the relation-
ship (e.g. relative location, rotation, scale etc.) between pixels
in the current frame and their corresponding prediction pixels
in the reference frame is derived and the prediction frame is
constructed by moving the prediction pixels according to the
motion information. In this way, the prediction frame is con-
structed as an approximate representation of the current
frame, using pixel values in the reference frame. The predic-
tion error frame referred to above therefore represents the
difference between the approximate representation of the cur-
rent frame provided by the prediction frame and the current
frame itself. The basic advantage provided by video encoders
that use motion compensated prediction arises from the fact
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that a comparatively compact description of the current frame
can be obtained by representing it in terms of the motion
information required to form its prediction together with the
associated prediction error information in the prediction error
frame.

However, due to the very large number of pixels in a frame,
it is generally not efficient to transmit separate motion infor-
mation for each pixel to the decoder. Instead, in most video
coding schemes, the current frame is divided into larger
image segments S, and motion information relating to the
segments is transmitted to the decoder. For example, motion
information is typically provided for each macroblock of a
frame and the same motion information is then used for all
pixels within the macroblock. In some video coding stan-
dards, such as H.26L, a macroblock can be divided into
smaller blocks, each smaller block being provided with its
own motion information.

The motion information usually takes the form of motion
vectors [AX(X,y),Ay(X,y)]. The pair of numbers Ax(x,y) and
Ay(x,y) represents the horizontal and vertical displacements
of a pixel at location (x,y) in the current frame I (x,y) with
respect to a pixel in the reference frame R, (x,y). The motion
vectors [AX(X,y),Ay(x,y)] are calculated in the Motion Field
Estimation block 11 and the set of motion vectors of the
current frame [AX(-),Ay(-)] is referred to as the motion vector
field.

Typically, the location of a macroblock in a current video
frame is specified by the (x,y) co-ordinate of its upper left-
hand corner. Thus, in a video coding scheme in which motion
information is associated with each macroblock of a frame,
each motion vector describes the horizontal and vertical dis-
placement Ax(x,y) and Ay(x,y) of a pixel representing the
upper left-hand corner of a macroblock in the current frame
1,(x,y) with respect to a pixel in the upper left-hand corner of
a substantially corresponding block of prediction pixels in the
reference frame R ,(x,y) (as shown in FIG. 4b).

Motion estimation is a computationally intensive task.
Given a reference frame R, (X,y) and, for example, a square
macroblock comprising NxN pixels in a current frame (as
shown in FIG. 4a), the objective of motion estimation is to
find an NxN pixel block in the reference frame that matches
the characteristics of the macroblock in the current picture
according to some criterion. This criterion can be, for
example, a sum of absolute differences (SAD) between the
pixels of the macroblock in the current frame and the block of
pixels in the reference frame with which it is compared. This
process is known generally as ‘block matching’. It should be
noted that, in general, the geometry of the block to be matched
and that in the reference frame do not have to be the same, as
real-world objects can undergo scale changes, as well as
rotation and warping. However, in current international video
coding standards, only a translational motion model is used
(see below) and thus fixed rectangular geometry is sufficient.

Ideally, in order to achieve the best chance of finding a
match, the whole of the reference frame should be searched.
However, this is impractical as it imposes too high a compu-
tational burden on the video encoder. Instead, the search
region is restricted to region [-p,p] around the original loca-
tion of the macroblock in the current frame, as shown in FIG.
4c.

In order to reduce the amount of motion information to be
transmitted from the encoder 10 to the decoder 20, the motion
vector field is coded in the Motion Field Coding block 12 of
the encoder 10, by representing it with a motion model. In this
process, the motion vectors of image segments are re-ex-
pressed using certain predetermined functions or, in other
words, the motion vector field is represented with a model.
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Almost all currently used motion vector field models are
additive motion models, complying with the following gen-
eral formula:

N-1 2)

Ax(x. y) = ) aifix,y)

i=0

M-1

Ay(x, y) = Z bigi(x, y)

i=0

©)

where coefficients a, and b, are called motion coefficients. The
motion coefficients are transmitted to the decoder 20 (infor-
mation stream 2 in FIGS. 1 and 2). Functions f, and g, are
called motion field basis functions, and are known both to the
encoder and decoder. An approximate motion vector field
(AX(x,y),Ay(X,y)) can be constructed using the coefficients
and the basis functions. As the basis functions are known to
(that is stored in) both the encoder 10 and the decoder 20, only
the motion coefficients need to be transmitted to the encoder,
thus reducing the amount of information required to represent
the motion information of the frame.

The simplest motion model is the translational motion
model which requires only two coefficients to describe the
motion vectors of each segment. The values of motion vectors
are given by:

Ax(x.y)=ao

Q)

This model is widely used in various international stan-
dards (ISO MPEG-1, MPEG-2, MPEG-4, ITU-T Recom-
mendations H.261 and H.263) to describe the motion of
16x16 and 8x8 pixel blocks. Systems which use a transla-
tional motion model typically perform motion estimation at
full pixel resolution or some integer fraction of full pixel
resolution, for example at half or one quarter pixel resolution.

The prediction frame P, (x,y) is constructed in the Motion
Compensated Prediction block 13 in the encoder 10, and is
given by:

Ay(xy)=bo

P (5 )=R, fr+Ax(x,y).p+Ap(x. )] )

In the Prediction Error Coding block 14, the prediction
error frame E, (x,y) is typically compressed by representing it
as a finite series (transform) of some 2-dimensional functions.
For example, a 2-dimensional Discrete Cosine Transform
(DCT) can be used. The transform coefficients are quantised
and entropy (for example Huffman) coded before they are
transmitted to the decoder (information stream 1 in FIGS. 1
and 2). Because of the error introduced by quantisation, this
operation usually produces some degradation (loss of infor-
mation) in the prediction error frame E, (x,y). To compensate
for this degradation, the encoder 10 also comprises a Predic-
tion Error Decoding block 15, where a decoded prediction
error frame F (x,y) is constructed using the transform coef-
ficients. This locally decoded prediction error frame is added
to the prediction frame P, (x,y) in the adder 19 and the result-
ing decoded current frame 1 (x,y) is stored in the Frame
Memory 17 for further use as the next reference frame R,
®xy).

The information stream 2 carrying information about the
motion vectors is combined with information about the pre-
diction error in multiplexer 16 and an information stream 3
containing typically at least those two types of information is
sent to the decoder 20.
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The operation of a corresponding video decoder 20 will
now be described.

The Frame Memory 24 of the decoder 20 stores a previ-
ously reconstructed reference frame R, (x,y). The prediction
frame P,(x,y) is constructed in the Motion Compensated
Prediction block 21 of the decoder 20 according to equation 5,
using received motion coefficient information and pixel val-
ues of the previously reconstructed reference frame R (x,y).
The transmitted transform coefficients of the prediction error
frame E, (x,y) are used in the Prediction Error Decoding block
22 to construct the decoded prediction error frame E, (x,y).
The pixels of the decoded current frame T (x,y) are then
reconstructed by adding the prediction frame P,(x,y) and the
decoded prediction error frame E_(x,y):

Loy =P ) +E, (5 9)=R  fo+Ax(x,3) p+Ay(x ) +E,,

€308 Q)

This decoded current frame may be stored in the Frame
Memory 24 as the next reference frame R, ; (X.y).

In the description of motion compensated encoding and
decoding of digital video presented above, the motion vector
[Ax(X,y),Ay(X,y)]| describing the motion of a macroblock in
the current frame with respect to the reference frame R, (x.y)
can point to any of the pixels in the reference frame. This
means that motion between frames of a digital video
sequence can only be represented at a resolution which is
determined by the image pixels in the frame (so-called full
pixel resolution). Real motion, however, has arbitrary preci-
sion, and thus the system described above can only provide
approximate modelling of the motion between successive
frames of a digital video sequence. Typically, modelling of
motion between video frames with full pixel resolution is not
sufficiently accurate to allow efficient minimisation of the
prediction error (PE) information associated with each mac-
roblock/frame. Therefore, to enable more accurate modelling
of real motion and to help reduce the amount of PE informa-
tion that must be transmitted from encoder to decoder, many
video coding standards, such as H.263(+)(++) and H.26L,,
allow motion vectors to point ‘in between’ image pixels. In
other words, the motion vectors can have ‘sub-pixel’ resolu-
tion. Allowing motion vectors to have sub-pixel resolution
adds to the complexity of the encoding and decoding opera-
tions that must be performed, so it is still advantageous to
limit the degree of spatial resolution a motion vector may
have. Thus, video coding standards, such as those previously
mentioned, typically only allow motion vectors to have full-,
half- or quarter-pixel resolution.

Motion estimation with sub-pixel resolution is usually per-
formed as a two-stage process, as illustrated in FIG. 5, for a
video coding scheme which allows motion vectors to have
full- or half-pixel resolution. In the first step, a motion vector
having full-pixel resolution is determined using any appro-
priate motion estimation scheme, such as the block-matching
process described in the foregoing. The resulting motion vec-
tor, having full-pixel resolution is shown in FIG. 5.

In the second stage, the motion vector determined in the
first stage is refined to obtain the desired half-pixel resolution.
In the example illustrated in FIG. 5, this is done by forming
eight new search blocks of 16x16 pixels, the location of the
top-left corner of each block being marked with an X in FIG.
5. These locations are denoted as [Ax+m/2,Ay+n/2], where m
and n can take the values -1, 0 and +1, but cannot be zero at
the same time. As only the pixel values of original image
pixels are known, the values (for example luminance and/or
chrominance values) of the sub-pixels residing at half-pixel
locations must be estimated for each of the eight new search
blocks, using some form of interpolation scheme.
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Having interpolated the values of the sub-pixels at haltf-
pixel resolution, each of the eight search blocks is compared
with the macroblock whose motion vector is being sought. As
in the block matching process performed in order to deter-
mine the motion vector with full pixel resolution, the mac-
roblock is compared with each of the eight search blocks
according to some criterion, forexamplea SAD. As a resultof
the comparisons, a minimum SAD value will generally be
obtained. Depending on the nature of the motion in the video
sequence, this minimum value may correspond to the location
specified by the original motion vector (having full-pixel
resolution), or it may correspond to a location having a half-
pixel resolution. Thus, it is possible to determine whether a
motion vector should point to a full-pixel or sub-pixel loca-
tion and if sub-pixel resolution is appropriate, to determine
the correct sub-pixel resolution motion vector. It should also
be appreciated that the scheme just described can be extended
to other sub-pixel resolutions (for example, one-quarter-pixel
resolution) in an entirely analogous fashion.

In practice, the estimation of a sub-pixel value in the ref-
erence frame is performed by interpolating the value of the
sub-pixel from surrounding pixel values. In general, interpo-
lation of a sub-pixel value F(x.y) situated at a non-integer
location (x,y)=(n+Ax, m+Ay), can be formulated as a two-
dimensional operation, represented mathematically as:

K=1 L=l

Fa,y= 30 3 [l K, L+ LF(n+k, m+ )

K=K i=—L

o

where f(k,]) are filter coefficients and n and m are obtained by
truncating x and y, respectively, to integer values. Typically,
the filter coefficients are dependent on the x and y values and
the interpolation filters are usually so-called ‘separable fil-
ters’, in which case sub-pixel value F(x,y) can be calculated
as follows:

K=1 kel (8

Flx,y) = Z FUe+K) Y fU+ KOF(n+k, m+1)
=K

k=K

The motion vectors are calculated in the encoder. Once the
corresponding motion coefficients are transmitted to the
decoder, it is a straightforward matter to interpolate the
required sub-pixels using an interpolation method identical to
that used in the encoder. In this way, a frame following a
reference frame in the Frame Memory 24, can be recon-
structed from the reference frame and the motion vectors.

The simplest way of applying sub-pixel value interpolation
in a video coder is to interpolate each sub-pixel value every
time it is needed. However, this is not an efficient solution in
a video encoder, because it is likely that the same sub-pixel
value will be required several times and thus calculations to
interpolate the same sub-pixel value will be performed mul-
tiple times. This results in an unnecessary increase of com-
putational complexity/burden in the encoder.

An alternative approach, which limits the complexity of the
encoder, is to pre-calculate and store all sub-pixel values in a
memory associated with the encoder. This solution is called
interpolation ‘before-hand’ interpolation hereafter in this
document. While limiting complexity, before-hand interpo-
lation has the disadvantage of increasing memory usage by a
large margin. For example, if the motion vector accuracy is
one quarter pixel in both horizontal and vertical dimensions,
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storing pre-calculated sub-pixel values for a complete image
results in a memory usage that is 16 times that required to
store the original, non-interpolated image. In addition, it
involves the calculation of some sub-pixels which might not
actually be required in calculating motion vectors in the
encoder. Before-hand interpolation is also particularly inef-
ficient in a video decoder, as the majority of pre-calculated
sub-pixel values will never be required by the decoder. Thus,
it is advantageous not to use pre-calculation in the decoder.

So-called ‘on-demand’ interpolation can be used to reduce
memory requirements in the encoder. For example, if the
desired pixel precision is quarter pixel resolution, only sub-
pixels at one half unit resolution are interpolated before-hand
for the whole frame and stored in the memory. Values of
one-quarter pixel resolution sub-pixels are only calculated
during the motion estimation/compensation process as and
when it is required. In this case memory usage is only 4 times
that required to store the original, non-interpolated image.

It should be noted that when before-hand interpolation is
used, the interpolation process constitutes only a small frac-
tion of the total encoder computational complexity/burden,
since every pixel is interpolated just once. Therefore, in the
encoder, the complexity of the interpolation process itself is
not very critical when before-hand sub-pixel value interpola-
tion is used. On the other hand, on-demand interpolation
poses a much higher computational burden on the encoder,
since sub-pixels may be interpolated many times. Hence the
complexity of interpolation process, which may be consid-
ered in terms of the number of computational operations or
operational cycles that must be performed in order to inter-
polate the sub-pixel values, becomes an important consider-
ation.

In the decoder, the same sub-pixel values are used a few
times at most and some are not needed at all. Therefore, in the
decoder it is advantageous not to use before-hand interpola-
tion at all, that is, it is advantageous not to pre-calculate any
sub-pixel values.

Two interpolation schemes have been developed as part of
the work ongoing in the ITU-Telecommunications Standard-
ization Sector, Study Group 16, Video Coding Experts Group
(VCEG), Questions 6 and 15. These approaches were pro-
posed for incorporation into ITU-T recommendation H.26L,
and have been implemented in test models (TML) for the
purposes of evaluation and further development. The test
model corresponding to Question 15 is referred to as Test
Model 5 (TMLS5), while that resulting from Question 6 is
known as Test Model 6 (TML6). The interpolation schemes
proposed in both TMLS and TML6 will now be described.

Throughout the description of the sub-pixel value interpo-
lation scheme used in test model TMLS5, reference will be
made to FIG. 12a, which defines a notation for describing
pixel and sub-pixel locations specific to TMLS. A separate
notation, defined in FIG. 134, will be used in the discussion of
the sub-pixel value interpolation scheme used in TML6. A
still further notation, illustrated in FIG. 14a, will be used later
in the text in connection with the sub-pixel value interpolation
method according to the invention. It should be appreciated
that the three different notations used in the text are intended
to assist in the understanding of each interpolation method
and to help distinguish differences between them. However,
in all three figures, the letter A is used to denote original image
pixels (full pixel resolution). More specifically, the letter A
represents the location of pixels in the image data represent-
ing a frame of a video sequence, the pixel values of pixels A
being either received as current frame [, (x,y) from a video
source, or reconstructed and stored as a reference frame R ,(x,
y) in the Frame Memory 17, 24 of the encoder 10 or the
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decoder 20. All other letters represent sub-pixel locations, the
values of the sub-pixels situated at the sub-pixel locations
being obtained by interpolation.

Certain other terms will also be used in a consistent manner
throughout the text to identify particular pixel and sub-pixel
locations. These are as follows:

The term ‘unit horizontal location’ is used to describe the
location of any sub-pixel that is constructed in a column of the
original image data. Sub-pixels ¢ and e in FIGS. 124 and 13a,
as well as sub-pixels b and e in FIG. 144 have unit horizontal
locations.

The term ‘unit vertical location’ is used to describe any
sub-pixel that is constructed in a row of the original image
data. Sub-pixels b and d in FIGS. 12a and 13a as well as
sub-pixels b and d in FIG. 14a have unit vertical locations.

By definition, pixels A have unit horizontal and unit verti-
cal locations.

The term ‘half horizontal location’ is used to describe the
location of any sub-pixel that is constructed in a column that
lies at half pixel resolution. Sub-pixels b, ¢, and e shown in
FIGS. 124 and 13aq fall into this category, as do sub-pixels b,
cand fin FIG. 14a. In a similar manner, the term ‘half vertical
location’ is used to describe the location of any sub-pixel that
is constructed in a row that lies at half-pixel resolution, such
as sub-pixels ¢ and d in FIGS. 124 and 13a, as well as sub-
pixels b, ¢ and g in FIG. 14a.

Furthermore, the term ‘quarter horizontal location’ refers
to any sub-pixel that is constructed in a column which lies at
quarter-pixel resolution, such as sub-pixels d and e in FIG.
124, sub-pixels d and g in FIG. 13a and sub-pixels d, gand h
in FIG. 14a. Analogously, the term ‘quarter vertical location’
refers to sub-pixels that are constructed in a row which lies at
quarter-pixel resolution. In FIG. 124, sub-pixels e and f fall
into this category, as do sub-pixels e, f and g in FIG. 13¢ and
sub-pixels e, f and h in FIG. 14a.

The definition of each of the terms described above is
shown by ‘envelopes’ drawn on the corresponding figures.

It should further be noted that it is often convenient to
denote a particular pixel with a two-dimensional reference. In
this case, the appropriate two-dimensional reference can be
obtained by examining the intersection of the envelopes in
FIGS. 12a, 13a and 14a. Applying this principle, pixel d in
FIG. 124, for example, has a half horizontal and half vertical
location and sub-pixel e has a unit horizontal and quarter
vertical location. In addition, and for ease of reference, sub-
pixels that reside at half unit horizontal and unit vertical
locations, unit horizontal and half unit vertical locations as
well as half unit horizontal and half unit vertical locations,
will be referred to as Y4 resolution sub-pixels. Sub-pixels
which reside at any quarter unit horizontal and/or quarter unit
vertical location will be referred to as 4 resolution sub-
pixels.

It should also be noted that in the descriptions of the two
test models and in the detailed description of the invention
itself, it will be assumed that pixels have a minimum value of
0 and a maximum value of 2”~1 where n is the number of bits
reserved for a pixel value. The number of bits is typically 8.
After a sub-pixel has been interpolated, if the value of that
interpolated sub-pixel exceeds the value of 2"-1, it is
restricted to the range of [0, 2”-1], i.e. values lower than the
minimum allowed value will become the minimum value (0)
and values larger than the maximum will the become maxi-
mum value (2”-1). This operation is called clipping.

The sub-pixel value interpolation scheme according to
TMLS will now be described in detail with reference to FIGS.
12a, 126 and 12¢.
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1. The value for the sub-pixel at half unit horizontal and unit
vertical location, that is %% resolution sub-pixel b in FIG.
124, is calculated using a 6-tap filter. The filter interpolates
a value for 14 resolution sub-pixel b based upon the values
of'the 6 pixels (A, to Ay) situated in a row at unit horizontal
locations and unit vertical locations symmetrically about b,
as shown in FIG. 125, according to the formula b=(A -
SA,+20A;+20A,-5A5+A+16)/32. The operator/ denotes
division with truncation. The result is clipped to lie in the
range [0, 2"-1].

2. Values for the % resolution sub-pixels labelled c are cal-
culated using the same six tap filter as used in step 1 and the
six nearest pixels or sub-pixels (A or b) in the vertical
direction. Referring now to FIG. 12¢, the filter interpolates
a value for the V% resolution sub-pixel ¢ located at unit
horizontal and half vertical location based upon the values
of the 6 pixels (A, to Ay) situated in a column at unit
horizontal locations and unit vertical locations symmetri-
cally about ¢, according to the formula c=(A | -5A,+20A,+
20A,-5A5+A4+16)/32. Similarly, a value for the %% reso-
lution sub-pixel ¢ at half horizontal and half vertical
location is calculated according to c=(b,-5b,+20b,+
20b,-5bs+b+16)/32. Again, the operator / denotes divi-
sion with truncation. The values calculated for the ¢ sub-
pixels are further clipped to lie in the range [0, 2"-1].

At this point in the interpolation process the values of all 4
resolution sub-pixels have been calculated and the process
proceeds to the calculation of %4 resolution sub-pixel values.
3. Values for the Y4 resolution sub-pixels labelled d are cal-

culated using linear interpolation and the values of the

nearest pixels and/or % resolution sub-pixels in the hori-
zontal direction. More specifically, values for ¥4 resolution
sub-pixels d located at quarter horizontal and unit vertical
locations, are calculated by taking the average of the imme-
diately neighbouring pixel at unit horizontal and unit ver-
tical location (pixel A) and the immediately neighbouring
4 resolution sub-pixel at half horizontal and unit vertical
location (sub-pixel b), i.e. according to d=(A+b)/2. Values
for V4 resolution sub-pixels d located at quarter horizontal
and half vertical locations, are calculated by taking the
average of the immediately neighbouring %2 resolution
sub-pixels ¢ which lie at unit horizontal and half vertical
location and half horizontal and half vertical locations
respectively, i.e. according to d=(c, +c,)/2. Again operator

/ indicates division with truncation.

4. Values for the Y4 resolution sub-pixels labelled e are cal-
culated using linear interpolation and the values of the
nearest pixels and/or %2 resolution sub-pixels in the vertical
direction. In particular, ¥4 resolution sub-pixels e at unit
horizontal and quarter vertical locations are calculated by
taking the average of the immediately neighbouring pixel
at unit horizontal and unit vertical location (pixel A) and
the immediately neighbouring sub-pixel at unit horizontal
and half vertical location (sub-pixel ¢) according to e=(A+
c)/2. Yaresolution sub-pixels e, at halfhorizontal and quar-
ter vertical locations are calculated by taking the average of
the immediately neighbouring sub-pixel at half horizontal
and unit vertical location (sub-pixel b) and the immediately
neighbouring sub-pixel at half horizontal and half vertical
location (sub-pixel c¢), according to e=(b+c)/2. Further-
more, Y4 resolution sub-pixels e at quarter horizontal and
quarter vertical locations are calculated by taking the aver-
age of the immediately neighbouring sub-pixels at quarter
horizontal and unit vertical location and the corresponding
sub-pixel at quarter horizontal and half vertical location
(sub-pixels d), according to e=(d,+d,)2. Once more,
operator / indicates division with truncation.






